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1. Introduction & summary

We present the analyses conducted by Work Packagli¢h is about ‘Understanding mortality
time-series’ in Europe. This work package is pathe project: European Monitoring of Excess
Mortality for Public Health Action (EURO-MOMO).

This work package had the following two objectives:

1) To describe and analyse rapid changes and treruistorical crude mortality data in different
European settings (country specific results).

We present results frod countries which performed retrospective analysestheir
mortality data: Sweden, Denmark, The Netherland¥( @nd Finland. All countries
explored how mortality trends are affected by teend other factors. These factors could
include various commong infections (such as infigeA) and extreme temperature.

What our results reflect is that there is no umifdr) method, 2) data (available variables) or
3) general historical circumstances (regarding:liputealth factors, pathogen circulation,
climate, or other major events) that currently w&lléor performing uniform extensive
multivariableretrospective analyses across European countiespiiesented country- and
method-specific results help give insight in motyatrends in specific countries and the
factors which are of influence on these trendspiecsic countries. Different combinations
of factors are studied per country, but influere#hie infection which currently is included
in most studies, although the measure of it's tatbon varies across studies (from lab
detection data, to morbidity/ILI indicators). Fugthresearch on the impact of all possible
infection and environmental factors on overall rality (and how they possibly interact) is
necessary in gaining further understanding of bleistorical mortality trends and of
detections of excess from real-time mortality-monitg systems in European countries.

2) To explore the added value of pooling data ocesg mortality so as to describe mortality
changes & trends across several European countmebined.

In essence these analyses showed that pooled esalyes possible and that both country-specific
and pooled analyses are important:

To include as many countries as possible, poolealys@s are performed on overall
mortality numbers without the inclusion of co-factdata, except for age. Also the
EuroMOMO hub has to take responsibility for onlybpshing country specific z-scores
instead of detailed original data. For the pooledlgses to be a useful tool in public heath
surveillance it is important that as many countras possible participate, and they
participate every week.

It is important that the pooled analyses are imtggal in combination with country specific

analyses. Therefore we recommend showing the palledore supplemented with the
country specific z-scores.
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Pooled analyses can reveal changes in number tisddeat would have been unnoticed in
the separate country analyses. Hence, timely paoiati/ses can be a valuable tool in public
health surveillance, especially for smaller or eunlible groups like infants and young
children or women in the fertile age.
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2. Understanding mortality time-series: Country-speific cases

2.1. Mortality in Sweden

2.1.1. Causes of annual mortality variation in Swaen: effects of Influenza A, Influenza B,
RSV and extreme temperature. (Bernadette Gergonnd al).

-
.6:3.. Socialstyrelsen

Causes of annual mortality variation in Sweden:

effects of Influenza A, Influenza B, RSV and extreme
temperature.

Bernadette Gergonné, Charlotte Bjorkenstam? Anders Tegnelf, Martin Holmberg *

1: National Board of Health and Welfare, Stockha8weden
2: Department of Public Health Sciences, Karolinsistitutet, Stockholm, Sweden

Introduction

Measuring the contribution of environmental factimrgxcess mortality is essential to evaluate the
severity of public health events and improve pubgalth interventions.

Influenza(1), extreme cold (2,3), extreme heataf@ air pollution (5-7) are recognized as factors
contributing to an excess of deaths in a populatimectly or by triggering or increasing the
severity of other conditions, prematurely leadiogiéath.

In Sweden, the variety of climates and age grospidutions of the population from North to
South is likely to lead to different exposure andceptibility to the various factors possibly
contributing to excess of deaths. An in-depth asialgccounting for geographical variation in
climate, virus spread and age distribution maydfoee contribute to a better understanding of
factors leading to an excess of deaths. For thaigse, we designed a multivariable regression
model and applied it to historical time series afrtality aggregated by week. The model was used
to test the following hypotheses:

- Hypothesis 1: Influenza A/H3, A/H1, A/H1IN1-200d8éfluenza B, RSV, extreme cold and extreme
heat contribute to unexpected mortality peaks iedn.

- Hypothesis 2: There are regional differences

- Hypothesis 3: There are age group differences
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Methods

Data sources

Only data that was easily available on a weeklyshas$ both national and at regional level was
used to compute the model. In Sweden, the Tax Agesnesponsible for the Swedish Population
Register and compiles weekly updates of mortatitiviidual records. Mortality data from the
beginning of 2001 to February 2010 was obtaine@. SWwedish Institute for Infectious Disease
Control (SMI) provided the weekly number of labargtconfirmed influenza and RSV cases,
identified and reported by the National refererad®latories in each county. The daily
meteorological data were retrieved from the Worldd>Center for Meteotology (8). In each of the
21 Swedish Counties, one meteorological stationalasen to be the closest to the main city.

Individual mortality data were aggregated by wetlaeath occurrence (from Monday to Sunday)
for Sweden, by age group (below one year, 1 140 ¥8l, 45 to 64, 65 to 74, 75 to 84 and above 84
years), and for the North, East and South regiéi®weden (as defined by the Nomenclature of
Territorial Units for Statistics level 1 (NUTS 19)(

A Serfling like method was applied to model theested baseline mortality (REF simonsen
viboud...). A generalized linear model (gim) of th@$3on family was fitted on the weeks without
extreme temperature and less than 5 influenzalAtisas in the area studied in order to captures
cyclical seasonality. The expected baseline wasatted from the mortality time series to
compute a de-seasonalised working time seriesidnfla B and RSV weekly number of isolations
were introduced in the model. To account for tharlyevariations in influenza A strains, 3
variables were computed distinguishing weekly nunabénfluenza A isolation during seasons
with a large predominance of H3, seasons with apawable mix of H1 and H3 and seasons with
predominant H1. The weekly average temperaturatarmseline (trend + sine term) were
computed for each area. Extreme cold and heat eefiieed by temperature variations below the
lowest and above the highest level of the basédimgerature. Only extreme heat and extreme cold
temperature indicator were entered separatelyamttltivariable model of de-seasonalised
mortality as an additive terms.

De-seasonalised mortality was modelled using argémred linear model of the Poisson family
with an identity link, on the available data seiegk 2001-27 to 2010-8. Remaining
autocorrelation was controlled in the final modd,(11). The decision to remove or maintain a
variable in the final model was based on its diatiksignificance for each of the series tested, a
also on the visual examination of its impact ondeges variation and on the coherence of the
results between series.

An excess of deaths was defined as the differeatveden the observed and the expected baseline
mortality. Annual excess of deaths were compute@dch series by aggregating weekly number of
deaths from week 27 to week 26 each year (insttadm52) in order to capture the whole winter
season, and the whole summer season (from JulydleGind specific mortality rates were
computed using the Swedish population by age gravgrage over the study period. Direct age-
standardized mortality rates were computed, usiegeuropean-Scandinavian reference population
(12), covering 8 years from week 27 2001 to weeRQ@@0.

In order to also assess and compare the amplifuebecess mortality in the various population
subgroups, standardization using Z-scores werecalsgputed, after a 2/3 power transformation
used to normalize the series(13). For comparabilitif other studies, excess of death was also
expressed as a proportion of the expected mortékgess related to extreme cold and heat was
expressed as the percentage of increase for osai€degree variation. Time series and results
graphs were finally re-composed to display cyclszdsonality and the various components
computed by the model.
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Results

Swedish population

The average population of Sweden during the Stedip@ was 9.10 million. The East of Sweden
has the youngest population with only 16 % abovgests, compared to 18% in the South and
19% in the North (Table 1). Around 90,000 deatlesexpected every year in Sweden (crude
mortality rate: 10/1000/year, age-standardized atitytrate: 5.6/1000/year). An average of around
2000 deaths is considered in excess each yea¥(®f2he annual mortality). Graphs displaying the
results of the final model (Figure 1), suggest thalical baseline is a good predictor of mortaiity
the absence of influenza and extreme temperatacesraparallel that influenza and extreme
temperature explain most of the variations of mbytabove the expected.

Seasonal influenza A

Influenza A represent between around 200 and 286€ss deaths per year according to the
amplitude of the seasonal influenza epidemic (T&bleigure 1). In the 3 regions, Influenza A was
significantly associated with an increased mostaliithout significant differences between regions
(Figure 2 - ¢). Over the study period, resultsgasg that influenza increased mortality by around
1.2 %. The risk of dying from influenza A signifitily increased from 45 years of age (Figure 3-b)
but also between 1 to14 years. In that age grampyverage excess of 7 deaths per year is
observed, varying between 1 to 17 deaths accotditite importance of the influenza season
(expected mean: 3.5 death per week, Standard Dmviat 5.5).

Influenza A H1N1-2009

Influenza A/2009-H1N1 was significantly associavath an increased number of deaths only in
children from 1 to 14, visible 2 weeks before tlealp of laboratory confirmation (excess: 17 [4-39],
corresponding Z-score 0.38, p = 0.01). Visuallg, pleak was identifiable in the 3 region of
Sweden, but not statistically significant (Figude 4

Influenza B

Influenza B was not significantly and consistertbgociated with an increased number of deaths
nor could it visually explain any single peaks biftsin the various series. That variable was
removed from the final model.

RSV

Impact of RSV was statistically significant onlychildren between 1 and 14 years in the region
East and North and at National level (accordintheomodel, an average of 8 to 9 deaths per year in
excess above the 171 annual deaths expected). $Whying the graphs of the time series, this did
not correspond to any identifiable peaks or susthshifts above the cyclical seasonality. No

impact at all could be identified in the South @feslen or any of the other age groups
(inconsistency of the direction of the effect, vergad confidence interval crossing 0 and very low
significance level). Therefore it was consideredat tiesults observed in the East and North of
Sweden were related to a random phenomenon oryasw&ll uncontrolled cyclical seasonality.

RSV was removed from the final model.

Extreme cold

Extreme cold corresponded to averaged weekly mdtangerature below respectively -2.7, -0.4
and 1.75 °C for the North, East and South regioBwéden. The best fit was obtained without time
lag. During the winter 2009-2010, around 1200 deatare attributed to extreme cold (Table 3).
Only the mortality above 45 years significantlyneased with extreme cold conditions and
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population above 75 years is mostly affected (fd))r The impact of one Celcius degree decrease
declined with the latitude (Table 4) and was sigaiitly larger in the South and in the population
above 65 years (Table 4, Figure 2).

Extreme heat

Extreme heat corresponded to averaged weekly makemgerature above respectively 21.2, 23.1
and 22.5 °C for the North, East and South regioBwéden Extreme heat significantly increased
mortality at national level, in the South and Ezfsfweden. The risk of dying associated to extreme
heat was 2.1 / 100,000 / year on average, at Ndtievel. Between 87 and 362 deaths were
attributed each year to the effect of heat. Theaichpf one Celsius degree increase also declined
with the latitude (Figure 4).

Unexplained peaks

Several mortality peaks were not explained by tlbedeh Those unexplained peaks are generally
visible and concomitant in all regions and freqlyeatcur during the last weeks of each year, with
a large variability of amplitude every year. Thesaks seem more important in the North of
Sweden, compared to the other regions and concaimynhe elderly > 75 (data not shown). We
must notice that the peak occurring in late 2004aigly, but not only, related to the effect of the
Tsunami on Swedish tourists visiting Thailand (a@600 deaths during the week 52 of 2004).

Discussion

Methodological choices

Our method slightly differs from previous studiestdised on respiratory pathogens by also
adjusting on and studying the effect of extremepterature in a multivariable regression model
applied on de-seasonalised time series. Crudearay&-score standardised indicators facilitate
interpretation and comparison of unexpected vamabetween different populations.

Regression methods are commonly used to studyrtpadt of respiratory viruses on mortality
(14,15), but confusion possibly induced by cold theais rarely controlled or the respective impact
of pathogens and temperature rarely compared. Riegnoyclical seasonality when studying times
series is highly recommended (10,11), but rareplia@ in previous similar researches. To control
the cyclical seasonality in American mortality sstiThomson et al. introduced a 52 week sine
cycle in their regression model. However, the agknding erroneous correlation persists if other
explanatory variables are also annually cycliaakuch a case, a statistical link with mortality
cannot be interpreted and the possible partialrituriion to the cyclical part of mortality can rimg
accurately computed.

The use of age standardisation is a widely recondeeapproach (12) but is rarely applied in
studies comparing excess of death attributed toenka, heat and cold between different cities or
countries which may impair interpretation of theuks. Comparing excess rate (reported to the
population size) does not inform about the imparéaof the excess compared to the baseline and
expressing an excess as a proportion of the basslihoverestimate its importance in series with
small number of deaths, as visible Figure 3b. Amaase of mortality is statistically significant if
its corresponding Z-score crosses 1.96 (for anaatighk of 5%). The respective amplitude of
excesses measured in 2 different populations caotopared using Z-scores and will be
statistically different if the confidence intervatheir respective Z-score do not overlap. Crude,
age and Z-score standardised indicator of exceswliypshould be examined together in order to
really appraise the pattern of variations, fadéiteomparisons.
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Our method is robust and easy to apply but presame limitations. Pollution was not included in
the model. Weekly variation in the average of matitemperature can reflect one single very
warm or cold day as well as several days with aerate increase. In addition, the number of
laboratory isolations was not large enough to emalidreakdown by age group but only by region.
Using the total number of isolations for modellimgrtality of each age group implies that virus
transmission is similar in time and amplitude amagg groups, which may not be true.

Excess of death attributed to respiratory viruses and extreme
temperature.

As expected, seasonal influenza seems to mostlgase mortality in population above 45 years of
age, and the amplitude of the effect is similgoevious studies (14,16-18) . The results also
suggest that the impact on the mortality of the 14 years children is significant and takes vigual
the form of a sustained but very small increaseoftality over several weeks. However, it
concerns a very small number of childranpact of seasonal influenza in that specific ageig

has rarely been scrutinized before. Alike the éygdénfluenza may increase mortality of young
patients with severe co-morbidities but may notsglsvbe diagnose as a cause of deaths.

Results suggest a possible effect of influenza ANH2009, visible only from 1 to 14 years, 2
weeks before the peak of laboratory confirmatidms,concomitant to the peak of ILI (week 45-
46). Its amplitude is comparable to the excessragbdeduring the 2004-2005 influenza epidemic (a
specific mortality rate of 1.1/100,000).

In our study, RSV does not explain mortality peakeve the cyclical baseline. RSV certainly
contributes to mortality but its cyclical patterrakes its real contribution to mortality very difiit

to disentangle using regression method and mayttekge bias. The impact of extreme cold is
substantial and some years, comparable, to thecingpanfluenza. Unexplained peaks of mortality
should be investigated further.
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Tables and Graphs

Table 1: Distribution by age group of the Swedish ppulation by regions and European reference populain.
Map of Sweden, the 3 regions (NUTS 1) and 21 couesi.

WHO
Age group Ffzfr:riiir; Sweden South East North
population
Under 1 year 1.6 1.0 1.0 1.1 0.8
1to 14 years 20.4 16.1 16.0 16.5 15.2
15 to 44 years 42.0 39.3 39.1 40.9 36.6
45 to 64 years 25.0 26.0 25.8 25.6 27.5
65 to 74 years 7.0 8.7 8.9 7.9 9.9
75 to 84 years 3.0 6.3 6.5 5.6 7.3
85 years and older 1.0 2.6 2.7 2.4 2.7
Total 100.0 100.0 100.0 100.0 100.0

Table 2: Mortality and average excess of death invden and by region, for 8 seasonal years (week 2801 to
week 26-2009),

Regions of Sweden
Total Sweden *

South East North

Population 3956981 3440869 1705586 9103436
Total number of deaths / year 40253 30978 20026 91257
Expected number of deaths / year 39367 30485 19703 89333
Mortality rate / 1000 / year 10.2 9 11.7 10
Age Standardised mortality rate / 1000 population / year 5.5 5.5 6 5.6
Total excess abowe baseline mortality / year 886 493 324 1924
Average excess rate /100 000 population / year 22.4 14.3 19 21.1
Excess / 100 deaths / year 2.3 16 1.6 22
Awerage age standardised excess rate /100 000 population / year 10.9 8.6 7.6 10.8
Z-score of excess 9.8 7.1 3.7 12.4

*expected number of death and related indicator are based on the model applied for all Sweden, and is not the total of the results by regions
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Table 3: Excess mortality, Total and attributed toseasonal influenza A, pandemic influenza A and ex¢me
temperature in Sweden for each seasonal years (frosummer to spring) from 2001 week 27 to 2010 week 8

Seasons, from week 27 to week 26 of each years

Year of Period Start 2001-2002 2002-2003 2003-2004  2004-2005 2005-2006 2006-2007  2007-2008 2008-2009 2009-2010
Duration of the Study Period 52 52 52 53 52 52 52 52 35
TOTAL
Total number of deaths 92320 92730 89677 93856 88585 91416 90384 91085 59003
Expected number of death 91021 90110 89223 89967 87952 88894 89523 87705 57832
Total excess of death above a cyclical seasonality [395-203] [1880-3360] [-344-1253]  [3196-4583] [-146 - 1413] [3221-1822]  [37-1686]  [2617-4144]  [439-1902]
Z-score 23 6.1 1.0 9.0 15 6.1 2.0 8.1 34
INFLUENZA A Seasonal

H1 30% H1 40%, H190 %
Predominant strain H3 90% H3 90% H3 90% H3 70% H3 60 % H3 90% H3 H3
Circulation High Low High High Low High Low High Low
Excess of deaths 1395 325 1504 2494 611 1288 575 1866 195
95%Cl [1219-1571]  [284-366] [1314-1694] [2082-2906] [510-712] [1125-1450] [115-1036] [1631-2102] [164-227)]
Z-score 3.33 0.8 353 5.75 15 3.08 1.35 443 0.61
Specific mortality rate 153 36 16.5 274 6.7 141 6.3 205 21
INFLUENZA A H1N1 (2009)
Excess of deaths 199
95%Cl - - - - - - - - [-105 - 503]
Z-score 0.58
Specific mortality rate 22
COLD
Excess of deaths 224 743 148 174 345 215 0 171 1198
95%Cl [179-269] [593-892) [118-178] [139-209] [276-415] [172-259] [00] [136-205]  [957-1439]
Z-score 0.53 17 0.35 0.4 0.83 0.52 0 041 2.87
Specific mortality rate 25 82 1.6 1.9 3.8 2.4 0.0 19 132
HEAT
Excess of deaths 170 327 209 97 170 362 87 166 106
95%Cl [104-236] [200-454] [127-290] [59-135] [104-236] [221-503] [53-121] [101-231] [65-148]
Z-score 0.22 0.82 0.53 0.25 043 0.92 0.22 043 0.34
Specific mortality rate 1.9 3.6 23 11 19 4.0 1.0 18 12

* Only the first 8 weeks could be study in 2010responding to a season of 35 weeks. Z-scores acfmithat shorter period of time.
** per 100,000 population
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Figure 1: Weekly number of deaths and excess of disg attributed to Influenza A and extreme temperatues,
Sweden 2001 week 27 to 2010 week 8
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Figure 2: Excess rate (specific mortality) attribued to influenza A, Extreme cold and extreme heat,sgociated Z-
score and 95 % confidence intervals, , by region &weden, between week 27-2001 and week 8-2010.
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Figure 3: Excess rate (specific mortality) attribued to influenza A, Extreme cold and extreme heat,saociated Z-
score and 95 % confidence intervals, by age groufweden, between week 27-2001 and week 8-2010.
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Figure 4. Weekly number of deaths and excess of diss attributed to Influenza A and extreme temperatues in
the 1 to 14 years children, Sweden 2001 week 272010 week 8*
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Table 4: Association between weekly mortality and»@éreme temperatures (cold and heat) in the 3 regianof
Sweden, 2001 to 2010.

Increase of mortality for one Celcius degree
decrease below the expected minimal

Extreme cold

Extreme heat

Increase of mortality for one Celcius degree
increase abowe the expected maximal

temperature temperature

Expected Expected
Region of minimal ‘ n % maximal ‘ n %
Sweden temperature in temperature in

Winter (T) Summer (T)
North 2.7 5.2 1.5 21.2 25 0.6
East -0.4 8.7 1.6 23.1 6.7 1
South 1.75 17.8 2.5 22.5 12.3 1,5
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2.1.2 Excess Mortality Related to Outbreaks of Inflenza, Respiratory Syncytial
Virus and Norovirus in Sweden 2003-2010

Mikael Andersson, Katarina Brus Sj6lander, KjelbOHedlund, Sandra Rubinova and Annika
Linde (Swedish Institute for Infectious Disease tCaln Stockholm, Sweden)

Introduction

Already in the 1830ies the first observations @&f thlation between influenza outbreaks and high
winter mortality were made, and in the 1850iesdtecept of excess mortality was established.
Since influenza infections leading to death arey amfrequently noted as cause of death at the death
certificate, various methods for estimation of esscmortality have been suggested. Today it is
usually calculated by the use of models with basetieasonal death, mortality above a certain
standard deviation is then designed as “excessMatkers for influenza activity that may cause
excess deaths have often been reported weekly marobkboratory verified influenza diagnoses
[2,3] or deaths with influenza given as the causdeath at the death certificate [4]. An influenza
severity index has also been suggested [5] to affjuthe varied pathogenicity of different types

and subtypes of influenza.

However, many viral epidemics apart from influewzaur in the winter period, and these outbreaks
are often simultaneous with high influenza activpove all respiratory syncytial viruses (RSV)

[3] and noroviruses (NoV) [6] have been suggesterbntribute to excess mortality. If not included
in the analysis, these simultaneous events mayfgisely high numbers for influenza related
mortality [7]. Also, excessively cold periods, l@ecess to health care during Christmas holidays
and other season related factors contributingegeeitess winter mortality may confuse the picture
[8-10]. Multivariate analyses including more virgagban influenza and RSV have to our
knowledge not been published.

In Sweden, since 1994, we have based out estimmbesess influenza mortality on a smoothed
baseline calculated from the number of deaths durgars when no laboratoverified influenza
diagnoses were reported to the national survedlaystem during a specific week. The influenza
related excess mortality estimated by that mettazddeen in the range of 10 (The season 2005-
2006) to 4(q1993-1994) with a mean of around 25 excess dgath$00 000 persons yearly,
diagram available fromhktp://www.smittskyddsinstitutet.se/publikationest@pporter-och-
verksamhetsberattelser/smis-arsrapporter-om-indasgisongeh/similar to what has been
presented in other studies [3,4]. Though the ctioe for influenza presence has improved the
specificity of the calculation, it does not takéoimccount simultaneous events that affect moytalit
as discussed above. Further, during epidemicsrdifteage groups may be affected at different
times with spread of the epidemic. Infections ia tiid and vulnerable that often die related to
influenza often occur after the peak among youngsividuals.

To get estimates of the separate contributionsarerthan one factor, in this study we have
developed a Generalized Additive quasi-Poissoressijon model (GAM) [11] allowing for
overdispersion for analysis of excess mortalit$vwmeden for persons aged 65 years and older with
respect to influenza, RSV and NoV for the time @&r2003-2010.

Methods

Laboratory diagnoses of influenza, RSV and NoV
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All laboratories performing diagnostics for influmn RSV and NoV infections in Sweden report all
diagnoses and the sex and age of the patients yieetkle Swedish Institute for Infectious Disease
Control (SMI). Weekly data for influenza are avhlesince 1993, for RSV since 2000 and for
NoV since 2003.

The weekly number of reports from autumn 2003 tingp2010 for persons 65 years and older
were used for the analysis of excess mortality.dd@nator data and exact methodology for
diagnoses used in the individual reporting labaresoare not known. However, the number of
laboratories reporting has been constant and metheed for diagnosis are estimated to have been
relatively constant as well.

Mortality data

All deaths are reported to Sweden statistics, aitigets an update of the number eve!{ngeek,
including age and sex of the diseased. The compeseof the reporting of deaths to Sweden
statistics increases with time, and the reportinglatively complete after one month. Since al th
data used concerned deaths more than half a yEaepi has been regarded to be complete.
Weekly numbers of deaths in persons aged 65 yedrslder were used for analysis.

Statistical analysis

The number of weekly reported deaths for individuaied 65 years and older was used as a
response variable in a Generalized Additive Mo@AM). Since deaths are assumed to occur
independently of each other, we assumed that #ponses follow the quasi-Poisson distribution
with a linear link function of explanatory variabldenoting the mean value. The quasi-Poisson
distribution also incorporates a scale parameteswatting for possible overdispersion in data.
Explanatory variables were time, week number (13013, average temperature and the number of
reported cases of influenza, RSV and NoV in thegagap 65 years and older. For the three first
variables, smooth spline functions were defined estanated using the standard GAM
methodology [11] to account for long time trendsasonal variation and climate impact. Since no
demographic data were used in the model, we haaedount for the fact that natural mortality
increases over time because of a growing and ageipglation. Seasonal variation is sometimes
modeled using harmonic functions [1] and sometioaegorical variables [4]. The GAM approach
with regression splines is in some sense an iniateemethod reducing the number of parameters
in the model while still being able to fairly welpture the underlying complex variation. The
temperature was calculated as a population weightethge of observed temperatures at 45
geographically spread-out weather stations in Swede

The three remaining variables denoting the weeldploer of reported cases of influenza, RSV and
NoV in the age group 65 years and older were tdeasanterval variables. Consequently, since we
use a linear link function the excess mortalityhwigspect to each of these variables is propottiona
to the number of reported cases. To account fogiivgupathogenicity of influenza, we introduced
different variables for each season making it fmdsdb estimate seasonal influenza severity indices
[5]. A similar approach was considered for RSV alay/, but since no clear distinction between
seasons could be established we used only onéleafaa each disease.

Validity of the model was examined through fitteadues, residuals and residual deviance. When
plotting fitted values against observed data, & whserved that the model seem to capture most
peaks except a few single weeks in 2008 and 20083erved mortality (Figure 1). There is also no
systematic variation in residuals when plotted agfa@ach of the explanatory variables and no
obvious outliers. Moreover, normality in the resatlucannot be rejected. Finally, the residual
deviance turned out to be 566.8, which is indeggkelathan the degree of freedom 320 but indicates
a reasonable fit.
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Results

Data description

The weekly numbers of reported diagnoses of RS\jeénza and norovirus infections in persons
aged 65 years and older in relation to total nunolbeliagnoses is shown in Table 1. The dominant
influenza type for all seasons considered was A¢ik&pt in 2007/08 when both A/H1 and B
circulated and in 2009/10 when pandemic influenzdlHdominated in the autumn. Since very few
cases of the new influenza over 65 years old weperted, we chose to exclude that strain from the
analysis. In Sweden the intensity of RSV-outbrdakews a biannual pattern, where seasons
2005/06, 2007/08 and 2009/10 reported around 2Z66scin total. The intermediate seasons were
considerably milder with 2008/09 as amoderatelyeseexception. Generally the number of NoV
cases shows less distinct peaks compared to thas#éuenza but has gradually increased over
time, with the most severe season 2008/09 with rii@e 8000 reported cases.

The baseline model

The analysis of variance of the model is presemtddble 2. All non-disease explanatory variables
(time, week and temperature) turned out to be gtyosignificant. The model that incorporates the
two first factors is defined as the baseline model the estimated mortality in the populationagiv
no reported cases of influenza, RSV or NoV and euthiemperature effect, illustrated in Figure 1.
In order to distinguish the effects of the diseaseadusively, we also define a baseline with
temperature effect included. The total excess riyr{zer week attributable to influenza, RSV and
NoV is then defined as the difference between dlenfodel, i.e. the model with all explanatory
variables included, and the baseline model withpienaiture effect. It is interesting to note that
temperature had minimal impact on excess mortatitiie range 10-15 °C, which is largely in
concordance with the results presented in [12].

Effect on mortality of influenza, RSV and NoV

Table 2 also shows that each of the three infesteamtribute significantly to the mortality in the
age group 65 years and older. Influenza was thé mihsential, but both RSV and NoV turned out
to be significant at the 5 % level. The estimatechber of excess deaths attributable to each
infection per week can be obtained as the numbegpafrted cases multiplied by the corresponding
parameter estimate. This is illustrated in Figur@@ain, it is quite clear that influenza produties
largest number of excess deaths. In four seasdres) the number of influenza cases peaked, it
exceeded 200, which corresponds to approximatefp B2 all reported deaths in this age group.

We also calculated the aggregated numbers of exieadhs per infection separately for the seven
seasons studied with 95 % confidence intervals¢hvis shown in Table 3. The parameter estimate
for influenza in season 2005/06 turned out to lgahee, which is clearly unrealistic. Since it was
not significant we chose to remove it altogethemoid overestimation of the effect of the other
diseases. Influenza was found to be the most saviei@ion with approximately 1000 excess
deaths per season, but also that around 240 deathse attributed to RSV and 580 to NoV.

Discussion

The exact contribution from the described viruses @her factors causing excess mortality will
probably never be fully understood. However, byadticing reliable surrogate markers and
adequate statistical methods we may approachutie ¥he difference from this study, in relation

to most others, is that laboratory reporting onlypérsons older than 65 years were used to identify
the peaks. We may have missed some excess mor&éitgd to the three infections in persons in
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the upper middle age, but previous studies [4] hageated that it is relatively small in that age
group.

In Sweden, there is also sentinel-reporting fromegal practitioners covering approximately 1% of
the population. However, in these reports eldemyiavariably under-represented. Severely ill
persons seek the emergency wards without consuki?g and for treatment reasons as well as for
logistic reasons (verified influenza, RSV or No\sea can be cared for in the same room),
specimens are drawn for laboratory verificationhaf diagnosis. Thus severe diseases are best
pictured by the laboratory diagnoses. Furtheranly 25 laboratories that diagnose influenza, and
we know that their reporting to SMI is very reliabh contrast to that from sentinel doctors, where
the propensity to report is quite varying. We tlere think that “laboratory reports in 65+” are
rather well chosen variables. At least for influgmizseems that the results also correlate weh wit
what has been reported from other countries.

Regression models of various designs have preyidigsin used to estimate influenza- and RSV-
attributable deaths [3,4,13-15], but no attemptlie®en made to incorporate NoV. These models are
very flexible and have the ability to distinguisktWween several different effects and causes of
excess mortality. Moreover, it is possible to gifgratll causes separately in order to evaluate time
trends, seasonality and, most importantly, the rsgvaf various circulating viruses and other
pathogens in the population.

The seasonal variation is sometimes modeled bydr@miunctions like the sine and the cosine
functions [14], which reduces the number of paramsein the model but imposes strong restrictions
on the form of seasonal component. Mortality is/naymplex and can probably not be that easily
captured. Another alternative, which was used jni§4to model seasonality using categorical
variables. In [4], month was used, but could vegfiwe replaced by week, partly because mortality
and disease data are usually presented on a weskily, but also to obtain a more detailed pattern
of mortality. This is a more flexible way to appobethe problem but introduces the burden of
several additional parameters in the model, whgalally improves the fit but decreases the
significance of parameter estimates.

This method presents an intermediate alternativeeshe GAM methodology makes it possible to
model relationships as smooth functions with atgredegree of flexibility than simple harmonic
functions. In this study, the fitting process proed a cyclical seasonal spline function with 3.3
estimated degrees of freedom, in contrast to a twaiariunction with 2 degrees of freedom and a
categorical variable with 11 (month) or 52 (wee&yrkes of freedom. As a bonus, we could also
capture the complex time trend and temperaturetsfigith other smooth spline functions.

To summarize, the exact nature of excess mortalgynbedded in a complex net of causal effects
which we have little hope of ever disentangle. Hesvethe improvements of existing surveillance
systems and developments of new ones graduallyugiaecess to data of better and better quality.
This also poses a challenge to develop modelsatieadble to incorporate new available data in
order to better understand the underlying mechani$ie feel that the model presented in this
study is one step in this direction and that it rhayadapted in other countries than Sweden.
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Table 1. Number of reported cases of influenzairary syncytial virus (RSV) and norovirus
(NoV) in total and for the age group 65 years alagio

Season Influenza RSV NoV

Total 65+ Prop Total 65+ Prop Total 65+ Prop
2003/04 1590 471 30% 1554 9 1% 641 288 45%
2004/05 2019 1080 53% 826 8 1% 2500 1781 71%
2005/06 924 222 24% 2626 93 4% 1835 1284 70%
2006/07 1374 551 40% 968 24 2% 5749 4518 79%
2007/08 1246 750 60% 2751 66 2% 4684 3492 75%
2008/09 2046 712 35% 1835 51 3% 8295 6227 75%
2009/10 163 17 10% 2705 72 3% 6047 4303 71%
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Table 2 Analysis of variance of the model

Factor SS MS D.f. F p-value
Time 52861 13656 3.9 5.00 <0.001
Week 82760 25109 3.3 9.20 <0.001
Temperature 68459 10045 6.8 3.68 <0.001
Influenza 625874 89411 7 32.76 <0.001
RSV 19681 19681 1 7.21 0.008
NoV 17536 17536 1 6.43 0.012
Error 873268 2729 320

Total 5953285 343
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Table 3.The estimated number of extra deaths attributabiefiuenza, respiratory syncytial virus
(RSV) and norovirus (NoV) per season with 95 % wmarice intervals

Season Influenza RSV NoV

2003/04 1300 (940,1650) 50  (10,80) 50  (10,100)
2004/05 2430 (1960,2890) 40  (10,70) 330  (80,590)

2005/06 0 NA 490 (130,840) 240  (50,420)
2006/07 1190 (770,1620) 130 (30,220) 840 (190,1490)
2007/08 270 (-270,820) 350 (90,600) 650 (150,1150)
2008/09 1640 (1130,2140) 270 (70,460) 1160 (260,2060)
2009/10 140 (-260,530) 380 (100,650) 800 (180,1420)

Average 1000 (840,1160) 240 (70,420) 580 (130,1030)
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Figures

Figure 1. Weekly number of reported deaths in agam65 years and older. Observed data (black)
against fitted data (red), baseline with tempegafbtue) and baseline without temperature (green).
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Figure 2. Estimated weekly number of deaths attailble to influenza (red), RSV (blue) and NoV
(green).
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2.2. Mortality in Denmark

Excess mortality related to seasonal influenza and extreme temperatures in
Denmark, 1994-2010.

Jens Nielsen, Anne Mazick, Steffen Glismann, Kare Mglbak
Abstract

To describe mortality related to influenza and periods with extreme temperatures in
Denmark over the seasons 1994/95 to 2009/10, we applied a multivariable time-series
model with all-cause mortality as outcome, activity of influenza-like iliness (ILI) and excess
temperatures as explanatory variables, controlling for trend, season, age, and gender. Two
estimates of excess mortality related to influenza were obtained: (1) ILI-attributable
mortality modelled directly on ILI-activity, and (2) influenza-associated mortality based on
an influenza-index, constructed to mimic the influenza transmission. The median ILI-
attributable mortality per 100,000 population was 35 (range 6 to 100) per season which
corresponds to findings from comparable countries. Overall, 92% of these deaths occurred
among persons = 65 years of age. The median influenza-associated mortality per 100,000
population was 26 (range 0 to 73), slightly higher than estimates based on pneumonia and
influenza cause-specific mortality as estimated from other countries. Further, there was a
tendency of declining mortality over the years. The influenza A(H3N2) seasons of 1995/96
and 1998/99 stood out with a high mortality, whereas the A(H3N2) 2005/6 season and the
2009 A(HIN1) influenza pandemic had none or only modest impact on mortality.
Variations in mortality were also related to extreme temperatures: cold winters periods and
hot summers periods were associated with excess mortality.

We conclude that it is doable to model influenza-related mortality based on data on all-
cause mortality and ILI; data that are easily obtainable in many countries and less subject
to bias and subjective interpretation than cause-of-death data. Further work is needed to
understand the variations in mortality observed across seasons and in particular the
impact of vaccination.

Introduction

In temperate zones, all-cause mortality exhibits a marked seasonality with the highest
number of deaths in the winter and a lower number in the summer period. The reasons for
this pattern are complex and not completely understood. Many factors may contribute,
including increased rates of acute respiratory tract infections and death from cardio-
vascular diseases in the winter months, periods with extreme temperature, and possibly
mental and physiological effects (e.g., D-vitamin) related to day-light as well as social and
psychological factors related to Christmas and New Year holidays [Philips 2010]. However,
it is well recognised that one of the main causes of winter excess mortality is influenza.

There is a long tradition of using statistical models based on mortality from respiratory
illnesses (Pneumonia and Influenza: PI) or all-cause mortality for estimating the number of
deaths related to influenza. Different authors have applied different estimation
methodologies. The most commonly used methodology, often called Serflings method,
estimate the expected mortality without influenza based on either predefined periods with
no or ignorable influenza activity [Serfling 1963, Thompson 2009] or dynamically defined
periods with no influenza activity categorised by influenza activity recorded under a certain
level e.g. 95% confidence limit; influenza activity have been defined by influenza specific
mortality [Viboud 2004, Simonsen 2005, Rizzo 2007, Cohen 2010], or Influenza Like
lliness (ILI) reported from networks of sentinel practices [Nogueira 2009, Brinkhof 2006,
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Denoeud 2007] or reported as surveillance counts for laboratory virus-positive specimens
[Newall 2009, Cohen 2010]. Hence, periods with influenza-attributable mortality may vary
from season to season and according to each season’s influenza activity. Excess mortality
attributable to influenza is then calculated as the observed minus the modelled expected
mortality without influenza as estimated from periods without influenza activity. Others has
extended the estimation of the no-influenza expected mortality to exclude impact of other
respiratory and circulatory diseases, like Respiratory Syncytial Virus (RSV), by controlling
for presence of these in the estimation of the expected no-influenza mortality [Brinkhof
2006, Newall 2010, Kwong 2008]. Instead of excluding periods with influenza activity from
the estimation of the no-influenza expected mortality, these periods may be down-
weighted [Farrington 1996]. Alternatively, influenza activity can be included directly as a
parameter in a multivariable time-series model, then often using an identity-link, including
influenza activity, trend and seasonal variation as independent variables [Tillett 1980,
Thompson 2009, Newall 2009, Wong 2004]. Thus, in this latter approach excess mortality
is determined directly from data on influenza and not as a residual difference.

Ambient temperature may also play a role in the seasonal variation of mortality [Tillett
1980, Diaz 2005, Yang 2008, Revich 2010, Joacim 2010], but this is often not included in
assessment of influenza-related mortality.

The aim of the present study was to describe mortality associated to influenza and periods
with extreme temperatures in Denmark over the seasons 1994/95 to 2009/10.

Materials and methods

To investigate the impact of influenza and extreme temperatures on mortality we specified
and applied a multivariable time-series model with all-cause mortality as outcome,
influenza activity and excess temperatures as explanatory variables, and controlled for
trend, season, age and gender.

Data sources
Data for the analyses were obtained from the following sources:

Individual notifications of deaths were obtained from the Danish civil registry system by the
Department of Epidemiology, SSI, in the form of daily electronic notifications of all deaths.

The sentinel influenza surveillance system based on primary health care consultations was
established in 1994 as a voluntary reporting system of general practitioners providing
weekly reports on the total number of consultations and age-specific numbers of Influenza-
Like-lliness (ILI) consultations to the Department of Epidemiology, Statens Serum Institut
(SSI). This system is usually discontinued in the summer period between week 20 and 40,
but in 2009 data were collected throughout the year.

Data on daily temperatures registered at Danish weather stations was downloaded from
the National Oceanic and Atmospheric Administration Online Climate Data Directory
[NOAA]. Mean over daily temperatures from all weather stations was used as the overall
Danish temperature for that day. Weekly temperatures were calculated as the mean over
the week. Using these weekly temperatures, we estimated the expected weekly
temperature in a General-Linear-Model with a sine seasonal variation (Figure 1), and the
difference between observed and expected were used to express weeks with extreme
positive or negative temperatures.

Size of the Danish population by age and gender on the 1% of January every year was
downloaded from Statistics Denmark [StatBank] (Table 1). The weekly sizes of the age
group and gender specific populations were achieved by linear interpolation.
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Analyses

In our primary analysis, termed ILI-attributable mortality, we fitted a model with the weekly
all cause number of death as outcome and ILI-activity and extreme temperatures as
independent variables and adjusted for trend, seasonal variation, age and gender.

Influenza circulates simultaneously with other respiratory tract infections that may have
been reported as ILI, especially in autumn and spring, i.e. in the beginning and end of the
influenza season. To get an indication of the part of ILI associated with mortality
associated with influenza we did a sub-analysis, where we reduced ILI in the beginning
and end of the period with activity; based on the assumption that the major part of ILI will
be influenza at the peak whereas influenza will not be a major contributor to ILI when ILI is
low. This analysis was termed influenza-associated mortality.

Statistical analyses

To estimate the association between weekly mortality, and influenza activity and extreme
temperatures for the seasons 1994/5 to 2009/10 (week 27, 1994 to week 26, 2010), we
used a multivariable time-series model with calendar week (wk) as underlying time unit,
stratified by age groups (a = 0, 1-4, 5-14, 15-44, 45-64, 65-74, 75-84, 85+ years) and
gender (Q):

E(MRa,g,wk) = E(Da,g,wk/Na,g,Wk) = E(Da,g,wk)/Na,g,Wk

where MR is the Mortality Rate, D number of all-cause deaths and N is the none-
stochastic size of the population.

We used an additive Poisson regression model (link = id) with 1/population-size as
exposure parameter and allowing for overdispersion. For each age group and gender, the
model for E(D) could formally be described as (omitting regression constants and
parameters to be estimated):

E(D) =spline(wk) +
sin(21(365.25/7)*wk) + cos(211(365.25/7)*wk) +
sin(41(365.25/7)*wk) + cos(41(365.25/7)*wk) +
2 s2wklA + WCyk + WWik + SCuik + SWyk +
2 s2wk-1lA + WCyi.1 + WWik-1 + SCwik-1 + SWuk-1 + D €pi

where the terms spline(wk) and the sine and cosine terms express the baseline with trend
and seasonality. Trend was included as a cubic spline, and both a yearly and half-yearly
seasonal cycles were included as sines and cosines. Impact of influenza activity (1A)
> s> wklA was in the primary analysis expressed as proportion of weekly ILI-consultations
(percentage of consultations with ILI) on number of deaths in each season s (season:
week 27 to week 26 the following year). Impact of extreme temperatures were separated
in weeks with extreme summer or winter temperatures (warm: weekly minimum
temperature > expected weekly temperature; cold: weekly maximum temperature <
expected weekly temperature) and include as the four variables: wc = winter cold, ww =
winter warm, sc = summer cold and sw = summer warm) (Figure 1). Further, deaths may
be delayed relative to when 1A was registered at a consultation or relative to when the
temperature was extreme. Therefore, IA and extreme temperature event from the
presiding week were also included. Finally, to compensate unexplained peaks (outliers),
residuals greater than 1.5 standard deviations, lasting 3 week or more and not explained
by IA or extreme temperatures were included as artificial epidemic-parameters to
compensate these (> epi).

In order to obtain a more conservative estimation of influenza-associated mortality (rather
than ILI), we applied an influenza-index to express influenza activity (IA), created by
reducing the ILI consultation percentage for each season. This was done by multiplying
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the ILI consultation percentage in a specific season with a normal distribution, with mean
and standard derivation as for the ILI percentage over the same season. This reduces the
ILI percentage in the beginning and end of the season, and maintains the ILI percentage at
the height of the season (Figure 2).

In the final model only trend and seasonal yearly or half-yearly cycles were included if they
contributed on a 5% level (p<0.05). Results are reported for the age groups 0-4, 5-14, 15-
64 and 65+ years of age and for both sexes together. Hence, the results were adjusted for
heterogeneities in pattern and variations between ages and genders. All analyses were
done using Stata 11 MP.

Results

The model fitted well in all age and gender strata (examined on deviances [McCullagh
1989]), and there were no indications of either heteroskedasticity or residual
autocorrelation. The results of the model are shown in figure 3 for age groups and gender.

We found mortality to be associated with both ILI-activity and extreme temperatures
(Figure 4).

The model included a baseline with both a yearly seasonal cycle and a half-yearly cycle,
and the half-yearly cycle contributed on a 5% level in most strata. However, this was not
due to a summer peaks; the half-year cycle created a seasonal pattern where the total
seasonal cycle reaches its maximum earlier than for a symmetric yearly cycle, and as a
consequence the decline became prolonged (baseline in figure 4), corresponding more to
the appearance of slightly asymmetric “epidemic curves” including a long right tail.

ILI-attributable mortality

Over the seasons 1994/5 to 2009/10 the total median number of excess deaths per
season attributable to ILI was 1882 (range: 306-5251) and the median mortality rate (MR)
per 100,000 population was 35.4 (range: 5.6-100.0), table 2. Most of the ILI associated
deaths was among elderly = 65 years (median 92.3%) and adults 15-64 years (median
15.2%). There were nearly no ILI associated excess deaths among children (median 4
deaths for 0-4 years and -1 for 5-14 years of age), table 2.

Among adults, 15-64 years, there was an estimated annual number of ILI-associated
deaths of 286 (range: -185 to 531) and the MR per 100,000 was 8.0 (range: -5.3 to 15.0).
Among persons aged 65 the median number of deaths was 1738 (range: 365 to 4723)
corresponding to a MR per 100,000 of 206.7 (range: 44.4 to 593.6). All estimates were
adjusted for variations over age and between genders.

Influenza-associated mortality

All reported ILI-cases are not influenza. Hence, we reduced the ILI consultation
percentage according to a pattern that reflected influenza-transmission (Figure 3).
Compared to the total ILI-attributable number of deaths, this reduced the median total
number of excess deaths with around 25% to 1420 (range: -8 to 3810) per season per
100,000, and MR to 26.4 (range: -0.1 to 72.6) (Table 3). Overall, we estimated that 82.0%
of the influenza-associated deaths were among elderly aged 65 years.

Temperature associated mortality

A yearly median of 39 deaths (range: -162 to 273) could be attributed to extreme ambient
temperature, this corresponded to a MR per 100,000 of 0.7 (range: -3.0 to 5.2). These
estimates were adjusted for variations over age and between genders (Table 4). The
impact of extreme temperatures on mortality varied between benign (life saving) and
malign (increased mortality) effects over the seasons, except among adults (15-64 years
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of age) where only malign effects of extreme temperatures were estimated. Further, a
summer and winter differentiation in the impact of warm and cold temperatures was
observed, with a benign effect of extreme cold during summer and the opposite in winter.
For extreme warm temperatures it was the other way around (Table 5).

Discussion

Over the seasons 1994/5 to 2009/10 we found a median all-cause mortality rate of 35.4
(range: 5.6-100.0) per season per 100,000 attributable to ILI for all ages and all inhabitants
in Denmark, adjusted for trend, seasonality, extreme temperatures and heterogeneities
between age groups and genders. This was within the range of estimates from Germany,
USA, Italy and Canada based on all-cause mortality (Table 6) (range: 10 to 90 deaths per
season per 100,000). However, it is important to underline that these estimates were
obtained using different models and different periods.

The most vulnerable age group for influenza death is the elderly with 80-90% of influenza
related deaths among persons aged 65 [Tillett 1980, Rizzo 2007, MMWR 2010, Shindo
2000, Wong 2004]. We estimated the median Danish ILI-attributable mortality rate for
persons aged 65 to 206.7 (range: 44.4 to 593.6), corresponding to 92% of all ILI deaths.
Hence, our estimate of the all-cause mortality attributable to circulating influenza for
persons aged 65 was slightly higher compared to estimates from other countries (table 6);
probably, because of differences in age distributions and because they were estimates
from earlier time periods.

Surveillance of ILI, will include other respiratory infections that may be perceived as
influenza-like iliness. Hence, excess mortality attributable to circulating influenza will over-
estimate mortality associated to influenza. Therefore, Pl as cause of death has been used
to estimate influenza-associated mortality [MMWR 2010, Rizzo 2007, Viboud 2004, Wong
2004, Denoeud 2007]. Using Pl-specific mortality has been found to reduce mortality
attributable to circulating influenza with 38% among Swiss elderly (60+) [Brinkhof 2006],
and 40% for all ages in Canada [Schanzer 2007] compared to estimates based on all-
cause mortality. However, for various reasons, estimates based on Pl as cause of death
may tend to under-estimate influenza-associated mortality. Death due to influenza, or
where influenza was an important component in the chain of events that lead to the death,
may not be coded as respiratory, but rather as cardiac or related to complications of
severe illness.

We estimated mortality attributable to ILI directly as a parameter in our model. To obtain
estimates of influenza-associated mortality, we could have used data from laboratory
based surveillance instead of ILI. However, the virological surveillance of influenza in
Denmark is not sufficiently systematic and detailed to be used directly as a parameter to
model influenza-associated mortality. Although samples are collected by the sentinel
practitioners, they usually collect only three times in a season, which means that the
samples do not reflect the amount of circulating influenza, i.e. are not suitable for
modelling. Likewise, data on clinical samples from hospitals are, except for the 2009/10
pandemic, few in numbers for many seasons. We therefore used a proxy to downgrade ILI
to influenza as described above, and estimated an all-cause influenza-associated mortality
of 26.4 (range: -0.1 to 72.6) per season per 100,000, corresponding to a 25% lower
mortality compared to ILI-estimates, and slightly higher than Pl-associated mortality
reported from other countries (table 6). Therefore, with mortality attributable to ILI being an
over-estimate and Pl-associated mortality probably an under-estimate our estimate, using
the influenza-index, may well be a realistic estimate of influenza-associated mortality.
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Mortality related to influenza has been found to be higher in season where the dominating
influenza is H3N2, compared to HLIN1 seasons [Simonsen 2005, Zucs 2005, Rizzo 2007,
Cohen 2010, MMWR 2010]. We found patrticular high excess mortality in the two influenza
A(H3N2) seasons of 1995/96 and 1998/99, whereas the influenza A(H3N2) season of
2005/6 and the 2009 influenza A(H1N1) pandemic had none or only modest impact on
mortality. In addition, there has been a declining trend in influenza related mortality since
the 1990's (Figure 5), remaining even if excluding the low-mortality 2005/6 H3N2 season
and the 2009/10 H1N1 pandemic; though, not that strong. The reasons for this trend are
not obvious, but increased use of vaccines for the elderly, genetic drift of the virus as well
as herd immunity in the population may contribute.

Over the seasons 1994/5 to 2009/10 we found an all-cause median mortality rate of 0.7
(range: -3.0 to 5.2) per season per 100,000 attributable to periods with extreme
temperatures for all ages and all inhabitants in Denmark, adjusted for trend, seasonality,
influenza activity and heterogeneities between age groups and genders. However, this
consists of both periods with extreme cold and heat, and covers both summer and winter.
Perhaps not surprisingly, there seems to be a pattern where periods with cold weather in
the summer is life saving, while heat may cost lives. In the winter season warm periods
saves lives, while cold cost lives.

We have proposed and evaluated a methodology and statistical model usable to estimate
excess mortality associated to two potential explanatory factors, ILI and extreme
temperatures based on all-cause mortality. The model fitted data well and all-cause
mortality has previously been found to be the most complete and accurate in assessing
the total impact of influenza on mortality [Simonsen 1997]. More explanatory factors may
be included in the model like for example RSV [Newall 2009], other cause of acute
respiratory illnesses and invasive pneumococcal disease, to get more detailed estimates
of variations in excess mortality. A limitation of the model is potential interactions between
the explanatory factors, which cannot be easily implemented in the model; especially with
more than two explanatory factors. To estimate mortality associated to influenza we used
a robust methodology (the influenza-index) to segregate the influenza part of ILI. Others
have used Pl cause-specific mortality. Our methodology gives influenza-associated
mortality in between the over-estimation using all cause mortality and the under-estimation
using Pl cause specific mortality. Further, it has the advantage of depending only on easily
obtainable data namely weekly number of all-cause deaths, temperature, and ILI.

To sum up, we have shown that it is doable to model seasonally fluctuations in mortality
related to ILI or influenza and to extreme ambient temperatures based on all-cause
mortality. This is promising, as all-cause data is easier to obtain than cause-specific data,
and not subject to coding bias as it is recognised that coding practices will be affected by
awareness and media reports. However, it is of interest to apply our methodology to other
datasets in order to validate it further. We also advocate that laboratory based influenza
surveillance should be reinforced in order to better estimate the proportion of severe
respiratory illness that are caused by influenza. This may serve as a more appropriate
independent variable in future multivariable models. Finally, it is worth noting that influenza
mortality has tended to decline, and that studies of the effect of vaccination policies on this
trend are needed.
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Figure 1. Weekly Danish temperatures 1994/5 to 2009/10.
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Figure 3. Final model
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Figure 4. Mortality related to Influenza Like lliness and extreme temperatures
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Figure 5. Influenza-attributable mortality, according to dominant type of influenza
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Table 1. The Danish population and dominating influenza virus, by season

Season® Dominant Population (100,000)
virus All ages 0-4 years 5-14 years 15-64 years Aged 65
1994/95 H3N2 52.18 3.35 5.67 35.17 7.99
1995/96 H3N2 52.50 3.43 5.77 35.35 7.96
1996/97 H3N2 52.74 3.46 5.90 35.45 7.93
1997/98 H3N2 52.95 3.46 6.06 35.51 7.92
1998/99 H3N2 53.13 3.44 6.23 35.55 7.91
1999/00 H3N2 53.30 3.41 6.40 35.59 7.91
2000/01 HIN1 53.49 3.38 6.56 35.63 7.92
2001/02 H3N2 53.68 3.35 6.69 35.68 7.95
2002/03 H3N2 53.83 3.32 6.80 35.72 7.99
2003/04 H3N2 53.97 3.30 6.87 35.76 8.05
2004/05 H3N2 54.12 3.28 6.90 35.81 8.13
2005/06 H3N2 54.28 3.25 6.90 35.89 8.23
2006/07 H3N2 54.48 3.25 6.89 35.99 8.36
2007/08 HIN1 54.75 3.26 6.84 35.12 8.53
2008/09 H3N2 55.09 3.27 6.81 36.26 8.76
2009/10 H1N1° 55.35 3.26 6.75 36.30 9.04

1) Season: week 27 to week 26 the following yepPahdemic influenza A(H1N1) 2009/10
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Table 2. Excess mortality related to Influenza Like lliness, by season and age group

Season’ | Death | Mortality” Death |  Mortality” Death | Mortality” Death |  Mortality” Death | Mortality”
Age: All ages 0-4 years 5-14 years 15-64 years Aged 65
1994/95 | 1812 34.73 20 5.94 7 1.21 -185 -5.26 (-6.97;- | 1970 246.72
(31.80;37.65) (2.90:8.99) (0.36:2.05) 3.54) (229.23:264.21)
1995/96 5252 100.04 10 2.88 -12 -2.16 (-2.83;- 531 15.04 | 4723 593.64
(97.22:102.86) (0.51:5.25) 1.49) (13.26;16.82) (576.84;610.43)
1996/97 | 2555 48.43 13 3.69 10 1.64 285 | 8.05(6.22;9.88) | 2247 283.27
(45.6951.17) (1.19:6.20) (0.85:2.44) (267.05;299.49)
1997/98 | 2287 43.20 4 1.28 (- -9 -1.51 (-2.23;- 364 10.26 | 1928 243.52
(40.65;45.76) 0.89:3.46) 0.78) (8.76:11.76) (227.85;259.19)
1998/99 | 4477 84.26 -3 -0.73 (- 19 2.97 478 13.43 | 3983 503.84
(81.81:86.71) 2.95:1.49) (2.23:3.71) (12.01;14.85) (488.70:518.98)
1999/00 2125 39.87 -10 -2.99 (-5.10;- -5 -0.73 (-1.41;- 220 | 6.18 (4.63;7.73) | 1920 242.87
(37.55;42.19) 0.88) 0.05) (228.89;256.85)
2000/01 1706 31.89 38 11.19 1 0.11 (- 220 | 6.17 (4.67;7.67) | 1447 182.75
(29.19:34.58) (8.58:13.80) 0.60;0.81) (165.90:199.61)
2001/02 2615 48.71 19 571 -5 -0.68 (-1.24;- 304 | 8.51(7.09;9.93) | 2296 288.98
(46.34:51.09) (3.43:7.99) 0.12) (274.30;303.65)
2002/03 | 1672 31.06 3 0.98 (- -13 -1.87 (-2.45;- 159 | 4.45(3.04;,5.87) | 1523 190.66
(28.72;33.41) 1.24:3.21) 1.30) (176.19:205.12)
2003/04 1946 36.05 21 6.36 0 -0.04 (- 287 | 8.02 (6.65;9.39) | 1638 203.58
(33.74;38.36) (4.00:8.72) 0.67:0.60) (189.39;217.77)
2004/05 | 1414 26.13 -15 -4.61 (-6.98;- -6 -0.89 (-1.45;- 225 | 6.30 (4.76;7.83) | 1210 148.85
(23.60;28.66) 2.23) 0.33) (133.49:164.22)
2005/06 306 5.63 (3.06;8.20) -6 -1.72 (- 5 0.74 -59 -1.65 (-3-29;- 365 44.35
3.97:0.53) (0.21:1.27) 0.01) (28.99:59.70)
2006/07 | 1818 33.37 0 0.03 (- 5 0.71 287 10.74 | 1426 170.70
(30.86;35.87) 2.32:2.37) (0.09:1.32) (9.17:12.32) (155.89;185.51)
2007/08 1486 27.13 14 4.16 -1 -0.13 (- 397 10.98 | 1076 126.12
(24.84:29.42) (1.97:6.36) 0.69:0.44) (9.67:12.30) (112.56;139.69)
2008/09 | 2113 38.35 -11 -3.42 (-5.48;- -4 | -0.65 (-1.22;- 291 | 8.02 (6.76;9.28) | 1838 209.83
(36.09:40.62) 1.35) 0.08) (196.61;223.06)
2009/10 541 | 9.77 (7.41;12.14) -3 -0.85 (- 10 1.50 55 | 1.50 (0.02;2.99) 479 53.01
2.79:1.08) (0.85:2.15) (39.84:66.18)
Median 1882 35.39 4 1.13 -1 -0.08 286 8.02 1738 206.71

1) Season: week 27 to week 26 the following year. 2) Deaths per 100,000 per year
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Table 3. Excess mortality associated to Influenza expressed by the influenza-index, by season and age group

Season’ | Death | Mortality” Death | Mortality” Death |  Mortality” Death |  Mortality” Death | Mortality”
Age: All ages 0-4 years 5-14 years 15-64 years Aged 65
1994/95 877 16.82 -1 -0.22 (- 0 -0.00 (- -233 -6.63 (-8.22;- | 1111 139.16
(13.99:19.64) 2.96;2.51) 0.81:0.80) 5.03) (122.16:156.16)
1995/96 3810 72.58 7 2.14 (- -10 -1.68 (-2.31;- 360 10.17 | 3453 434.03
(70.05:75.12) 0.15:4.43) 1.05) (8.72:11.62) (418.61;449.45)
1996/97 1827 34.64 3 0.74 (- 7 1.15 271 7.65 | 1546 194.95
(31.85:37.42) 1.72;3.19) (0.37:1.92) (5.92:9.39) (178.19:211.71)
1997/98 | 1432 27.04 0 -0.02 (- -10 -1.60 (-2.30;- 276 7.77 | 1166 147.26
(24.53:29.56) 2.19:2.14) 0.89) (6.33:9.21) (131.79;162.73)
1998/99 3488 65.65 -11 -3.31 (-5.40;- 16 2.53 386 10.84 | 3098 391.91
(63.23:68.08) 1.22) (1.77:3.28) (9.45:12.24) (376.92:406.89)
1999/00 1802 33.80 -6 -1.83 (- -3 -0.40 (- 158 4.43 | 1653 209.09
(31.46:36.14) 3.94:0.28) 1.07:0.27) (2.93:5.93) (194.87;223.31)
2000/01 | 1072 20.03 21 6.17 0 -0.03 (- 120 3.37 931 117.53
(17.32;22.74) (2.77:9.57) 0.74;0.67) (1.92:4.82) (100.49;134.57)
2001/02 2002 37.30 16 4.70 -2 -0.32 232 6.51 | 1756 221.02
(34.99:39.62) (2.47:6.93) (0.87:0.24) (5.18:7.83) (206.59;235.44)
2002/03 952 17.68 3 0.93 (- -5 -0.74 (-1.43;- 122 3.41 832 104.20
(15.46:19.90) 1.28;3.14) 0.06) (2.01:4.81) (90.66:177.75)
2003/04 1409 26.10 17 5.12 1 0.18 (- 207 5.79 | 1183 147.07
(23.79:28.41) (2.77:7.47) 0.43:0.79) (4.45:7.13) (132.78;161.35)
2004/05 988 18.25 -13 -3.85 (-6.32;- -7 -1.05 (-1.59;- 152 4.25 855 105.24
(15.66:20.84) 1.37) 0.52) (2.69:5.81) (89.47:212.01)
2005/06 -8 -0.14 (- -6 -1.82 (- 5 0.68 -67 -1.86 (-3.59;- 61 7.37 (-7.60;22.33)
2.68:2.40) 4.02;0.37) (0.17:1.19) 0.14)
2006/07 | 1385 25.41 0 0.04 (- 3 0.48 (- 281 7.82 | 1100 131.60
(22.93:27.90) 2.32:2.40) 0.17:1.13) (6.31:9.33) (116.82;146.39)
2007/08 1465 26.76 17 5.20 -1 -0.21 (- 287 7.95| 1162 136.23
(24.51:29.00) (3.08:7.31) 0.75:0.34) (6.66:9.24) (122.91;149.56)
2008/09 | 1744 31.65 -10 -3.19 (-5.23;- -4 -0.57 (-1.13;- 215 5.92 | 1543 176.22
(29.41:33.89) 1.15) 0.00) (4.68:7.15) (163.11;189.33)
2009/10 121 | 2.19 (-0.19;4.57) -2 -0.64 (-2- 8 1.17 -11 -0.29 (- 126 13.93 (0.58;27.29)
54:1.26) (0.52:1.83) 1.72:1.14)
Median 1420 26.43 0 0.01 -1 -0.12 211 5.86 1164 143.11

1) Season: week 27 to week 26 the following year. 2) Deaths per 100,000 per year
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Table 4. Excess mortality associated to extreme ambient temperatures, by season and age group

Season’ | Death |  Mortality” Death |  Mortality® Death |  Mortality” Death |  Mortality” Death | Mortality”
Age: All ages 0-4 years 5-14 years 15-64 years Aged 65
1994/95 710.14 (-2.97:3.24) 1 20.19 (- 2 036(| 50 142(| -40 5.03 (-
3.88;3.49) 1.30:0.57) 0.48;3.32) 23.47;13.41)
1995/96 273 | 5.20(1.88;8.52) 5 1.36 (- 0 0.07 (- 85 2.39 183 | 23.05 (3.43;42.67)
1.37:4.09) 0.61:0.74) (0.22:4.57)
1996/97 | 86 | 1.63 (-1.54,4.80) 2 0.56 (- 2 034(-| 70 199(| 16 1.99 (-
2.39;3.51) 1.27:0.58) 0.26;4.24) 16.46;20.44)
1997/98 | 117 | 2.22 (-0.70;5.13) 1 0.21 (- 1 024(-| 56 158(-| 62| 7.80(9.98;2559)
2.20:2.71) 1.09:0.61) 0.17:3.34)
1998/99 | 212 | 2.28 (-0.49:5.06) 3 0.94 (- 1 2017(-| 56 159(-| 63| 7.93(-9.16,25.02)
1.71:3.60) 1.090.74) 0.04;3.21)
1999/00 | -17 032 (- 1 -0.28 (- 2 034(-| 37 1.03(-| -51] -6.40 (-21.66:8.85)
2.91:2.26) 2.78:2.22) 1.14;0.46) 0.82:2.87)
2000001 | -162 3.02 (- 2 20.67 (- 3 045(-| 46 129(-| 203 | -25.57 (-45.35;-
6.18:0.13) 3.88;2.53) 1.31,0.41) 0.43;3.01) 5.79)
2001/02 -139 -2.58 (- -4 -1.13 (- -2 -0.29 (- 32 0.90 (- -165 -20.76 (-37.40;-
5.30:0.13) 3.95;1.69) 0.92:0.35) 0.80;2.59) 4.12)
2002103 | 241 | 4.47 (1.81;7.14) 7 113 (- 0 005(-| 69 1.94| 167 | 21.03 (4.72;37.33)
1.55:3.81) 0.69;0.59) (0.29:3.60)
2003/04 64 | 1.19 (-1.30;3.68) 1 0.25 (- -2 -0.26 (- 56 1.56 9 1.15 (-
2.53:3.02) 1.00;0.48) (0.09:3.04) 14.18:16.48)
2004105 14 | 0.25 (-2.67:3.17) 2 0.52 (- 3 044 (-| 62 172(-| -47 5.77 (-
2.30;3.34) 1.060.19) 0.04;3.48) 23.54;12.00)
2005/06 174 | 3.21(0.13;6.29) 4 1.25 (- 0 -0.03 (- 74 2.05 97 11.77 (-
1.483.97) 0.65;0.58) (0.04:4.07) 6.50;30.04)
2006/07 | -135 2.47 (- 5 1.44 (- 3 039(-| 50 139 (| -177| -21.22(-37.93:
5.32:0.38) 4.16:1.28) 1.08:0.30) 0.47:3.25) 4.52)
2007/08 -146 -2.66 (-5.27;- -3 -0.89 (- -3 -0.39 (- 48 1.33 (- -188 -22.06 (-37.51;-
0.05) 3.47:1.68) 1.04,0.26) 0.17:2.83) 6.61)
2008/09 8 20.14 (- 0 20.12 (- 2 023(-| 32 089(-| -38 4.39 (-
2.79:2.50) 2.60;2.36) 0.89;043) 0.54;2.33) 19.91:11.13)
2009/10 164 | 2.97 (0.32;5.62) 2 0.66 (- 0 0.06 (- 61 1.67 (- 101 11.17 (-
1.50;2.81) 0.71:0.83) 0.01:3.36) 3.55:25.88)
Median 39 0.72 1 0.23 -2 -0.27 56 1.57 -15 -1.62

1) Season: week 27 to week 26 the following year. 2) Deaths per 100,000 per year
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Table 5. Temperature associated mortality differentiated on summer and winter, all ages

Summer (week 14 to 39)

Winter (week 40 to 13)

Season’ Cold Warm Cold Warm
Death Mortality” | Weeks | Death Mortality” | Weeks | Death | Mortality” | Weeks | Death Mortality” | Weeks
1994/95 | 30 20.58 (- 71 67 1.29 (- 5| 84 162 (- 4| -114 219 (- 15
3.78:2.62) 1.87:4.45) 1.56:4.79) 5.38:1.00)
1995/96 -46 -0.88 (- 10 44 0.84 (- 6 313 5.97 17 -38 -0.73 (- 5
4.232.48) 2.52:4.19) (2.62:9.33) 4.09;2.62)
1996/97 -79 -1.50 (- 14 39 0.75 (- 6 199 3.78 12 -74 -1.40 (- 7
4.74:1.75) 2.52:4.01) (0.54:7.01) 4.66:1.87)
1997/98 -6 -0.11 (- 2 94 1.78 (- 11 116 2.19 (- 6 -87 -1.64 (- 7
3.11:2.88) 1.18:4.74) 0.78:5.15) 4.63:1.35)
1998/99 -65 -1.22 (- 15 -2 -0.03 (- 2 215 4.05 11 -28 -0.52 (- 5
4.06:1.63) 2.89:2.82) (1.22:6.87) 3.36:2.32)
1999/00 -22 -0.41 (- 3 72 1.36 (- 9 20 0.37 2 -88 -1.65 (- 9
3.07:2.26) 1.26:3.98) (2.30;3.04) 4.30;1.01)
2000/01 -87 -1.63 (- 15 0 0.00 (- 0 86 1.61 6 -160 -3.00 (- 14
4.84:1.57) 3.24:3.24) (1.62:4.83) 6.20:0.20)
2001/02 | -19 20.35 (- 6] 50 0.94 (- 11 7 012 (- 1| 177 | -3.29(-6.03:- 14
3.13:2.43) 1.83:3.71) 2.67:2.91) 0.56)
2002/03 -28 -0.51 (- 4 62 1.15 (- 9 235 4.36 15 -29 -0.53 (- 3
3.23:2.21) 1.57:3.87) (1.65:7.07) 3.27:2.21)
2003/04 -41 -0.76 (- 6 61 1.14 (- 9 124 2.30 (- 8 -80 -1.49 (- 6
3.36:1.84) 1.47:3.75) 0.29:4.89) 4.06;1.09)
2004/05 | -105 71.95 (- 15| 20 0.37 (- 3| 154 2.84 (- 9| 55 101 (- 3
4.91:1.02) 2.64:3.38) 0.15:5.84) 4.01:1.98)
2005/06 -82 -1.51 (- 12 0 0.00 (- 0 286 5.27 14 -30 -0.55 (- 3
4.60;1.58) 3.11:3.11) (2.17:8.37) 3.65:2.56)
2006/07 -10 -0.18 (- 1 107 1.97 (- 15 0 0.00 (- 0 -232 -4.26 (-7.18;- 17
3.11:2.76) 0.91:4.85) 2.94:2.94) 1.35)
2007/08 | -62 114 (- 2] 23 0.41 (- 5] 83 151 (- 7| -189 | -3.45 (-6.11:- 15
3.78:1.51) 2.25:3.02) 1.15:4.17) 0.79)
2008/09 | -28 -0.51 (- 7] 38 0.70 (- 6| 53 0.96 (- 4] 71 1.30 (- 10
3.21:2.18) 1.98:3.38) 1.73:3.65) 3.99:1.40)
2009/10 -22 -0.40 (- 7 56 1.02 (- 9 179 3.23 11 -49 -0.88 (- 6
3.10:2.30) 1.67:3.70) (0.05;5.91) 3.58:1.83)
Median -36 -0.67 7 47 0.89 6 119 2.24 8 -77 -1 7

1) Season: week 27 to week 26 the following year. 2) Deaths per 100,000 per year
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Table 6. Mortality related to influenza

Country Period Age group | Mortality per 100,000 Method | Reference
West Germany | 1984/85-1994/95 16.1 (range: 2.2;35.7)
Germany 1990/91-2000/01 | 17.4 (range: 5.9:44.2) All cause | Zucs 2005
i 65.0 (range: 0;134.2)
USA 1972/73-2002/03 | All 72.4 (rangel1.7;144.7) All cause | Thompson 2009
1997-2000 15,6
Canada 2000-2004 All 5.8 (vaccination) All cause | Kwong 2008
Italy 1969-2001 All 23.4 (H3N2) / 7.4 (H1IN1) All cause | Rizzo 2007
Canada 1989/90-1998/99 | All 13.1 All cause | Schanzer 2007
South Africa 1998-2005 340
USA 1997/98-2004/05 65+ 112 All cause | Cohen 2010
Czech Republic | 1982/83-1999/00 | 65+ 26.0 (range: -8.9;60.4) All cause | Kyncl 2005
1992-1996 131 (95% CI: 123-139)
Netherlands 1996-2003 65+ 105 (95% CI: 99-111) (vaccination) |~ cause | Jansen 2008
93.2 (95% ClI: 78.4-107.7)
Hong Kong 1996-1999 65+ 136.1 (95% CI: 83.7-188.4) All cause | Wong 2004
Portugal 2008/09 65+ 18 All cause | Nogueira 2009
1969/70-1998/99 67.2 (range: 20.9;209,5)
152.8 (range: 66.3;293.3) .
Switzerland 1988/89-1998/99 | 60+ 69.5 (range: 32.6;234,5) All cause | Brinkhof 2006
187.1 (range: 121.0;356.0)
115.3 (range: 60.6;226.9)
Netherlands 1967-1989 60+ 82 All cause | Sprenger 1993
) 9.0 (range: 1.4;16.7) RC
USA 1976/77-2006/07 | All 2.4 (range: 0.4:5.1) P MMWR 2010
Italy 1969-2001 All 4.5 (H3N2) / 0.8 (H1N1) PI Rizzo 2007
USA 2.6 (range: 0;6.3)
France 1972-1997 All 3.9 (range: 0;18.3) PI Viboud 2004
Australia 1.3 (range: 0;7.5)
South Africa 1998-2005 42
USA 1997/98-2004/05 | %°* 22 P! Cohen 2010
i 16.7 (95% ClI: 9.8-23.7)
Hong Kong 1996-1999 65+ 39.3 (95% Cl- 21.4-57.3) PI Wong 2004
France 1984-2004 65+ 1.4 (range: 0;9.4) PI Denoeud 2007

RC: Respiratory and circulatory cause’s incl. pneumonia and influenza. Vaccination: After introduction of vaccination programme
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2.3. Mortality in The Netherlands

Understanding trends in mortality: mortality attrib utable to common infections
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Centre for Infectious Disease Control Netherladtjonal Institute for Public Health and the Envineent, Bilthoven, the
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SUMMARY

To understand trends in mortality we analysed whkmmmon infections are associated with
overall mortality in the Netherlands in the elde®n weekly time series (1999-2007) we used
Poisson regression models to characterize theiatisocof total death counts with trends in
common seasonal viruses and bacteria for whichstoleekly laboratory surveillance data were
available (influenza A and influenza B, RSV, paflai@enza, enterovirus, rotavirus, norovirus,
CampylobacteandSalmonell We adjusted for extreme outdoor temperaturesaansiratified
by age. Besides influenza A and RSV, also influeBzparainfluenza and norovirus contribute
substantially to mortality. Influenza A and RSV wagnificantly associated with mortality in all
elderly; influenza B, and parainfluenza additiopati those ages 75+ years, and also norovirus
in those aged 85+ years. Influenza A and infludBizeere associated with mortality without
delay, while other viruses was associated with alibyt2-4 weeks later. The proportion of
deaths attributable to seasonal viruses was: 68%% years); 4.7% (75-84 years); 1.5% (65-
74years). The mortality attributable to influeniana ranged from 2% in the eldest down to
0.9% in the youngest group.

The number of viruses associated with elderly nlibytancreases with increasing age.
Surprisingly, influenza A was usually, but not exsVely, associated with the highest numbers
of deaths; occasionally RSV or influenza B hadesatgr impact on elderly mortality.

INTRODUCTION

Although winter seasonality in overall death coustrgely attributed to influenza and
sometimes cold temperatures, the contribution leélotommon seasonal viruses and bacteria to
deaths in the elderly is not entirely clear. Irstbiudy we therefore analysed which common
infections are associated with overall mortalitghe Netherlands.
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METHODS

Per age group we modeled time series of weeklyativenmber of deaths (outcome variable)
depending on: common seasonal viruses and baeteha population level, temperature, and
baseline cyclical (i.e. seasonal) trends. We useekly time series (1999-2007) from 3 data
sources:

1) Overall Mortality data

Mortality statistics originate from Statistics Nettands (CBS) and cover the total Dutch
population (16.3 million) between 1999 and 2007 némbers of deaths in children are small,
we restricted analyses to the elderly populatiggregating numbers of deaths by 10 year age
groups (65-74, 75-84, and 85 and older). Yearlyuteton size by age was also available from
Statistics Netherlands (CBS).

2) Data on viruses and bacteria from laboratorysillance

For viruses we used time series of influenza Aiafldenza B, RSV, parainfluenza, enterovirus,
and rotavirus, available from laboratory surveitia for 1999-2007 (‘Weekly Sentinel
Surveillance System’ of the Dutch Working Group@lmical Virology), and norovirus trends
from the norovirus outbreak surveillance systenr.ldaxteria we included time series of
CampylobacteandSalmonellaavailable from the Laboratory Surveillance of ktfens. The
time series are considered representative forottaé Dutch populatioh although the coverage
varies by pathogen, and counts are not availabbgeygroup but with probable
overrepresentation of young children.

3) Temperature

Daily mean temperatures were downloaded from thesites of the Royal Netherlands
Meteorological Institute (KNMI), and then were aggated to the weekly mean.

Statistical analyses

We used poisson regression models to relate thalbweortality to laboratory counts of
pathogens. We used the identity link function beeaue expect that the association between the
number of pathogens and the expected number digiesaadditive instead of multiplicative, and
a scale parameter was added to take the over-dispento account. We included baseline
periodic trends (sine and cosine terms) since nhaayjth variables show systematic variation
over the course of a year even if these variablesiat causally relatédWe further adjusted
models for average daily outdoor temperatures biythng two temperature variables: one for
low temperatures, given by max(0, 5-T), the otloehigh temperatures, given by max(0, T-17).
Between 5 °C and 17 °C no temperature effect isagd.We also evaluated the association
with the lagged values of the pathogens (up to dkadackwards in time).

The following regression model was used:

Deathg ~ Poisso;)

A= o+ Lit + Bsin(2it/52) + Bz cos(4t/52) + 5, max(0, 5 -Ty) + 55 max(0,T; - 17)
+ BoP1, glagrr) + BiPo2, glagr2) + ... + BilPx (tlagrky

In this equation’ is the regression parameter associated with theliba number of deaths,;

the parameter associated with a linear trend ie,{i®nandf; the parameters associated with the
periodic time trends, ang, andSs the parameters associated with low and high teatyesr
effects. Parameteyss, [, ..., Om are the parameters of interest, describing thecesson

between the lagged number of pathogens>,, ..., P« and the expected number of deaths.
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RESULTS

Characteristics

The mean weekly number of deaths varied from 4®&btdeaths in the different age groups,
and also varied largely by season, especiallyano oldest age groups (fig 1). Laboratory
reports of the different pathogens varied from agrage of 2 to 65 per week with large inter
guartile ranges due to the strong seasonalityain girevalence.

Figure 1. Overall weekly mortality by elderly agegp 1999-2007
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Model results

Influenza A and RSV was significantly associatethuwmortality in all elderly age groups, while
influenza B and parainfluenza associated signiflgamith mortality in the oldest two age
groups (75-84 and 85+ years). Additionally, norasiactivity was a significant predictor of
mortality in the oldest individuals (85+ years).i¢oof the considered bacteria were significant
in any of the age groups. In the final models weistdd for high temperature only, as low
temperature was not significantly predictive of tabty in any of the age groups. The trend in

the numbers of deaths attributable to differenbhpgéns in the oldest age group (85+) is shown
in figure 2.
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Fig.2. Weekly deaths attributable to respiratory and gaisttestinal viruses in individuals aged 85 yeard alder
(stacked).
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(= influenza A, RSV, influenza Bm norovirus,= parainfluenza)

Delay in mortality and model fit

Influenza showed the best fit in all age groupsmihevas directly associated with mortality (i.e.
without delay in subsequent mortality), while RSivug showed an optimal fit when deaths were
lagged 2-3 weeks after RSV activity. For parainfizeethe optimal lag varied by age, with a
longer lag in the oldest age group (3 weeks, dae ). Also norovirus was associated with
subsequent mortality 4 weeks later in the eldestgagup. The fit of the models seemed
adequate (visual inspection), but with seeminglyh$lautocorrelation remaining in the
distribution of the residuals (see fig 2 for thdest individuals), for which unknown variables
may be accountable. Observed winter peaks weretsonaseslightly more peaky than our
models predicted, but also other seasons somehiatesmall proportions of mortality left
unexplained by our models.

Estimated numbers of attributable deaths

In the oldest age group (85+ years) 6.9% of alltatity was attributed to multiple winter viruses
(influenza A&B, RSV, parainfluenza, norovirus) chgithe total study period. This proportion
decreased with decreasing age (75-84 years:4.7%4%&ars:1.5%), also because with
decreasing age less viruses were significant pidiof death (but always including influenza
A and RSV. The absolute numbers of deaths assdaiatk all viruses varied by season with the
following minimum and maximum estimates for allely in the Netherlands: 320-613 (65-74
year olds); 1,647-2,775 (75-84 year olds), and@3,729 (85+ years) (table 1).
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Table 1. Estimated numbers of deaths attributablértises and high temperature by age and seaaoh jigy-june).

SEASON 1999/2000 2000/2001 2001/2002 2002/2003  2003/2004 2004/2005 2005/2006 2006/2007
absolute rate* absolute rate* absolute rate* absolate*r  absolute rate* absolute rate* absolute rate* absaate*
65-74 years
Influenza A 395 0.3 107 0.1 265 0.2 171 0.1 257 0.2 315 0.3 142 0.1 190 0.1
RSV 218 0.2 213 0.2 159 0.1 182 0.1 176 0.1 205 0.2 233 0.2 203 0.2
75-84 years
Influenza A 1147 1.6 311 04 770 1.0 498 0.7 746 1.0 916 1.2 413 0.5 552 0.7
RSV 672 0.9 654 0.9 490 0.7 559 0.7 542 0.7 631 0.8 718 0.9 626 0.8
Influenza B 100 0.1 266 0.4 378 0.5 347 05 201 0.3 702 0.9 586 0.7 54 0.1
Parainfluenza 6820.9 449 0.6 573 0.8 496 0.7 505 0.7 527 0.7 372 05 415 05
Temp. =17°C 527 0.7 185 0.3 447 0.6 491 0.6 507 0.7 489 0.6 369 0.5 749 0.9
85+ years
Influenza A 1386 6.3 378 1.7 930 4.1 603 2.6 905 3.9 1106 4.7 502 21 668 2.7
RSV 946 4.3 921 41 690 3.0 787 3.4 764 3.3 888 3.8 1010 4.2 881 35
Influenza B 123 0.6 326 1.4 463 2.0 426 1.8 246 1.1 861 3.7 719 3.0 66 0.3
Parainfluenza 78135 512 23 614 2.7 551 2.4 580 25 599 26 401 1.7 470 1.9
Norovirus outbreak 500.2 33 0.1 107 05 243 1.1 50 0.2 276 1.2 169 0.7 480 1.9
Temp.=17°C 7153.2 251 1.1 607 2.7 667 2.9 690 3.0 665 2.9 502 21 1017 4.1

* per 1000 individuals

CONCLUSION

This study shows that seasonal mortality in therydseems attributable to multiple viruses: inflaa A, RSV, influenza B, norovirus and
parainfluenza. Together, these viruses were adsdonith up to 6.9% of all deaths in the eldest gigeip of 85 years and older. Influenza A
wasn’t always associated with the highest numbkdeaths; sometimes RSV and influenza B had agré@apact on elderly mortality. The
number of viruses that contributed to overall mdgtalecreased with decreasing age in the eldespugation (aged 65 years and older), but
always included influenza A and RSV. Cold weathasmit significantly associated with increased wim@rtality in Dutch elderly.
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Background

Various recent public health threats due to emegrginre-emerging communicable
diseases (e.g. avian influenza, pandemic influeozapvironmental factors (climate
change with periods of extreme heat or cold antipoh) have reinforced the need
for regular monitoring of mortality (1).

Death certification alone it not timely enough @od non-specific to accurately
attribute the etiology of excess death to one erdther factors and alternative
methods have been developed to rapidly estimatesexadeaths (2-5).

An excess of mortality is observed when mortalitgreases above expected seasonal
cycles. This has been described in numerous retctisp studies during influenza
epidemic(6-8), heat waves(9-12) and cold snapsf}3hlit also for other
respiratory(15-17) or enteric viruses(18) and pafgkollution(19;20).

Influenza related mortality has been estimatedséweral decades using methods
developed by Serfling (7;21-23). Serfling relateetihods attribute any excess above
the seasonal cyclical variations to influenza. Bhegthods are simple and robust, but
ignore the influence of other important factorspanrticular temperature. Regression
models have been applied to historical time seéde&stimate the contribution of
various factors to morbidity and mortality(17;24y2Regression models, could also
be used for the prospective monitoring of the ntamses of mortality variation and

to define thresholds in order to detect varioug$sypf excess mortality.

The objectives of the study were to validate a nethod for the prospective weekly
surveillance of mortality in England:
16.Modelling weekly death occurences with a multivielgaregression model
using weekly available influenza and temperatuta.da
17.Using the model to prospectively detect and measxcess death occurrences
and death registrations due to influenza, extreeraperature and other
unknown factors, in various subgroups of the pdpuia by region, by age
group and by broad cause of death.
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MATERIALS AND METHODS

General principle

To weekly detect and measure an excess of deathspacific population, the
observed number of deaths for one specific week beisompared to the expected
number of deaths that same week if no particuleofancreasing mortality was
present. This expected number of deaths can belatbftem the historical time
series with a regression approach estimating anttabng the main factors
increasing mortality (influenza and extreme tempesg. The model coefficients can
be used to estimate the expected number of deaths absence of influenza or
extreme temperature. If the observed number ohdsatbove a threshold defined
according to the variance of the series contrdibednfluenza and mortality, it is
considered in excess.

Data sources and constitution of the time series

ONSprovided data on individual deaths registered betwi993 and 2003 in
England. The Health Protection Agency providedwieekly number of laboratory
confirmed influenza cases identified through thetire influenza laboratory
surveillance system in England. The Met Office jded daily temperature data
recorded in one pre-selected met station in the noavn of the nine Government
Office Regions of England (GOR). The temperaturel@ithrow was used as a proxy
indicator of the temperature when analysing datalldEngland.

Mortality data were aggregated by week of deatluwence and week of death
registration (from Monday to Sunday) for all Englaby age group (below one year,
1to 4, 5t0 14, 15 to 44, 45 to 64, 65 to 74,0B4 and above 84 years), by the nine
GOR and by underlying cause of death grouped intizs&ase categories (see
appendix). The underlying cause of death was defiaecording to thinternational
Classification of Diseaseslinth and Tenth Revision (ICD 9 and 10), as these that
initiates the chain of events leading ultimatelyleath. A total of 26 series by week
of registration and 26 series by week of death weoge were computed and modeled
using identical principles.

Weather indicator

We first modeled a baseline temperature time segj@®senting cyclical seasonal
temperature variation by a sine curve, using alimegression including sine terms
(Figure 1). Extreme cold and heat were definedenyperature variation respectively
departing from the lowest and highest level ofliheeline temperature.

For the final model, a three-week moving averagiefdaily maximal temperature
was the indicator that gave the best model fit s&tbe series, chosen from various
combinations of indicators (weekly means, minimahximal temperature, humidity
and atmospheric pressure) and length of movingageerAs the relationship between
number of deaths and temperature is not linea6j9alinear spline function was
used to model the relationship between the numbaeaths and the temperature with
4 segments. The four spline variables were useddisive terms in the model. The
regression coefficients associated with the uppdrlewer spline variables
represented the influence of extreme cold and treatortality.

The model

We computed the expected number of death occursémegistrations for any week
under study with a generalized linear model ofRbesson family fitted using
maximum likelihood estimation on the 260 previoweeWws (5 years). The model and
its output (Expected number of deaths and excesthslewere iteratively and
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prospectively recomputed for each week between Mp®d of January 1998 and
Sunday 28 of September 2003: a period corresponding to 3&€ke. In order to give
an example of the model output, the same modekigasfitted once on the available
data set (1993 to 2003 in England).

The explanatory variables were:

- the week number representing the trend over tataeting from week one 1993
(wknum)

- influenza A weekly number of laboratory confirmekes (fluA). Influenza B was
not a significant factor influencing mortality imoseries and was not introduced in
the model.

- three week moving average of the weekly averdglesomaximal daily temperature
expressed as a linear spline by 4 variables (teimpdmp4).

- a dichotomized variable created to differentzdase of death coded with ICD9
before 2001 and cause of death coded with ICD1® £601°®.

A preliminary model was computed from these vagabAutocorrelation remaining

in the residual was modeled with one and two-wagkérms using a simple
regression. In order to improve the validity of #stimation of the standard error of
the model and its parameters, the remaining auteledtion was then introduced into
the initial model, as a new explanatory variabjgesenting the autocorrelation not
already included in the influenza A and temperatamgables.

The fit of the models was assessed through visaah@ation of the series. We also
estimated the proportion of the variance explaimgthe model by calculating the
squared multiple correlation coefficients (R?) beg¢w the observed and the expected
number of death occurrences / registrations fahallseries over the study period(30).
Significance of the remaining autocorrelation wise dested(31).

Disentangling causes of excess death

Partial regression coefficientgy(to $8) represent the contribution of each of these
factors to the weekly mortality. The number of thsadttributable to a specific factor
(trend, seasonal cyclical variation, temperaturgatian departing from seasonal
cyclical variation, influenza), was obtained byfelientiation between the output of
the model fitted on the real data (mortality andlaratory variables) and the output
of the same model (same coefficients) using expiapaariable respectively set to
baseline values. As no other explanatory varialvka® annually cyclical, the cyclical
seasonal variation of the temperature (excludingeene temperature) was used for
modeling the seasonal cyclical variations in thenbar of deaths, without
establishing a particular causal link between tlegQes.

Any death attributed by the model to influenzaaasidered in excess. Any death
positively attributed by the model to temperatuepatting from the highest and
lowest cyclical seasonal temperature variationyfédl), is also considered in excess.
Positive differences between the model and theresedenumber of deaths are
attributed to an unknown cause of excess death.

Prediction interval and detection threshold

We calculated a 95 percent prediction interval adotine expected number of deaths
using the variance of the final model and the var@aof the residuals. To decrease the
influence of outliers, we removed residual valuéemwthe standardized residuals
were beyond two standard deviations.
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A week with an excess of deaths is detected whendimber of cases is above a
threshold computed from the 95% prediction intealied to specific number of
deaths computed from the model.
We could then detect an:
- Excess above a cyclical seasonality (Constant ardtre modeled cyclical
season)
- Excess above any temperature variation (Constatrterd + temperature
variation)
- Excess above any temperature variation and infueivity (Constant +
trend + temperature + influenza)
- Excess above the full model.
Statistical analyses were performed using Stata 8.2
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RESULTS

Only a selection of visual examples is providecetterillustrate the possible
usefulness of the model for a prospective monigprille emphasize the possibility
for early detection rather than a retrospectiventjtieation of the impact of
environmental factor possibly influencing mortality

Model fit

The models visually fitted well the general tremall the mortality series (sample of
series provided in Figure 2). The proportion of viaeiance explained by the final
model (R?) varied between 72 and 89% when appliedi@onal or regional level.
The R2 was76% in series that were likely to be strongly ieficed by influenza or
temperature (age groupss years, deaths by respiratory or cardio-vasadita@ases).
For other groups (e.g. other diseases and age glmlpw 45 years), despite a good
visual fit on the general trends, the R? decreasddw as 3% as the week-to-week
random variation became close to the average nuailukyaths (Table 1).
Component of excess of death

To better illustrate how components of mortalitg attributed, results for London
when the model is fitted on 10 year historical da@presented (Figure 3). Influenza
was the main contributing component of the winteals (winters 1993/94, 1998/99
and 1999/2000. Major mortality peaks related toesne cold were visible, alone or
concomitant to influenza peaks (winters 1996/987198, 2000/01 and 2001/02).
Peaks related to extreme heat are visible in suni®@s, 1997 and 2003. The
number of deaths observed is often lower than thdigtion after high winter
mortality peaks, corresponding to a harvestingetif&996, 1997, 2000, and 2001).
Winter peaks, unexplained or only partially exp&rby influenza or cold are also
visible (winter 1994/5, 1999/2000 and 2002/03).

Surveillance results

The results virtually correspond to 5 years of viskrveillance of death
registrations and death occurrences in 26 subgroupspulation. Weekly
measurement of the impact of cyclical seasonaitjreme temperature and influenza
was achieved, even in those series with a low numibe&eekly deaths. Significant
excess deaths were detected according to threstheliced by the model (above a
cyclical seasonality, above temperature variatidaove temperature and influenza
and above the complete mod@fjgure 4. Any excess above the complete model
corresponds to deaths not explained by the modkisatiue to other unknown causes
or to random variation. As an example, in usingtttal number of death in England,
during the study period of 300 weeks, 41 weeksadraedxcess above temperature
variation threshold and 23 had an excess abovedeiype variation and influenza
activity threshold.

DISCUSSION

Our study suggests that a simple and robust regressodel can be applied weekly
to detect and quantify excess deaths in variepopllation subgroups and to
attribute the excess to the main factors respoméivlshort term death variations

(extreme temperature, influenza and other causes).

Limitations
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Influenza strain (related to variation of the imfhza case fatality) and other factor
known to trigger death (other viruses, pollutiodigators) were not included in the
model. This could be the reason for the unexpthpesak of death visible in figure 3
although the model still explained most of the slenm variations. The model has
actually been designed for weekly surveillanceb&dunctional, explanatory
variables (influenza data and temperature and lplyssther) must also be available
on a weekly basis at national and regional level.

The choice of one single weather station to reptetbe average temperature in all
the country may not be appropriate in countries \Wtge climatic variations.
Regional influenza data were also not availablethedotal number of laboratory
confirmed cases in England was used to represéunemnza A activity, whereas
influenza activity may vary temporally from one i@gthe other. These
simplifications may decrease the accuracy of thdehestimates but do facilitate its
implementation as a routine monitoring system. gisirtycle in the model to control
for cyclical variation is valid only if we are cam that no other variable is collinear
with a seasonal cyclical variation. De-seasonalmedality should be modelled
instead to ensure that only unexpected variatibosecyclical seasonality are
modeled.

Effect of extreme temperatures and Influenza

The effect of heat waves on mortality have beepresively described in various
countries and is also captured by our model. Howekie effect of cold is less
studied. Our analysis on English data shows tleaeffect of extreme cold can be
substantial, alone or at the same time as influepmemic (in our data sets, there
was no statistically significant correlation ordrdaction between extreme cold and
influenza). The effect of Influenza and temperattagation cannot be studied
separately. The effect of temperature variationstrba controlled in order to better
study the effect of influenza or other factors dnter mortality, and inversely. Unlike
Serfling-based seasonal regressions, our modekleakly provide an estimation of
the effect of influenza on the number of deathgjsidd for the effect of cold weather
and without the effect of possible other emergiagses.

Other factors affecting deaths

Being able to distinguish excess deaths after adgrst and control for temperature
variation and influenza activity also enables tegedtion and the measurement of
excess death due to other possible causes, onkiWwb@sis and possibly trigger
investigation of suspicious peaks. If data on otherses or pollution are available on
a weekly basis, these could be integrated to théehto also routinely measure their
specific impact.

CONCLUSIONS

Our study suggests that a simple and robust reigremodel can be used on a
weekly basis to detect and measure excess deathssaarious population groups.
The model can attribute excess deaths to extremegete@tures, influenza, or other
unknown causes. Alerts should be validated accgrirthe context. Validated alerts
need to be rapidly investigated by in-depth analgsid field studies. The
implementation of mortality monitoring as we oudiwill require appropriate means
and human resources.
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Tables and figures:

Table 1

Squared multiple correlation coefficients (R?) cddted between expected and
observed weekly number of death occurrences anstr&tpns by population
subgroups in England, 1998 to 2003.

Population subgroups I;I_umber of deaths during the R2 for death_ RZ for_ death_
irst week of August 2002* occurrence series$ registration series
Total England 9728 0.89 0.81
By region 0.79t0 0.86 0.72t0 0.80
By underlying cause of death
Cardio - vascular 3136 0.96 0.86
Respiratory 1131 0.84 0.94
Neurological 178 0.63 0.61
Infectious neurological 7 0.39 0.34
Gastro-intestinal 428 0.62 0.44
lgna]:gfrg(i)nlistinal 16 0.53 0.54
Renal 139 0.42 0.40
Other infectious 48 0.80 0.78
By age group
under 1 year 56 0.22 0.16
lto4 6 0.25 0.25
5to 14 20 0.03 0.07
15t0 44 366 0.45 0.08
45to 64 1258 0.69 0.55
65to 74 1753 0.88 0.78
75to 84 3263 0.87 0.81
85 and over 3006 0.89 0.86
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Figure 1: Temperature variations
Weekly maximum temperature and modeling of cyclssdsonality, London,
England, 1993 to 2003.
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Figure 2: Modeling death occurrences using death ggstrations

Observed weekly number of death occurrences aneceegh number of death
registrations, for cardio-vascular and infectioesimological diseases and for 1 to 4
years age group, England, 1998 to 2003.
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Figure 3. Components of the excess of deaths
Weekly number of death occurrences and componétite @xcess of deaths,
England, 1998 — 2003.
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Figure 4: Detection thresholds
Weekly number of death registrations and threshiddetection of excess, England,
1998-2003
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Appendix: Diseases defined for the study, in ICD @nd ICD 10 codes

Diseases ICD 9 codes ICD 10 codes
Cardio-vascular (CA) 390 to 459 100 to 199
Gastro-intestinal (GA) 520 to 579 KOO to K93
. ) . 001 to 009 AO0O0 to A09
Infectious gastrointestinal (1G) 070 B15 to B19
GO0 to G09
A39
ggg to 326 A80 to A89
045 to 049 Al17.0 to A32.1
B00.3 to B00.4
063 to 064
. . B01.0 to BO1.1
Infectious neurological (IN) 013
053.0 to 053.1 B02.0to BO2.2
062. ' B05.0 to B05.1
054.3, 0550 072.1, ©22:0,826.1,B826.2,
072.2 B37.5, B38.4,
' B58.2, B94.1,
A52.1 to A52.3
) 010 to 139 A15 to B99
Infectious other (1A) except IN and 1G except IN and 1G
Neurological (NE) 320 to 359 GO0 to G99
Renal (RN) 580 to 629 NOO to N99
Respiratory (RE) 460 to 519 JOO to J99
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2.5. Mortality in Finland

Analysing Finnish mortality data
Mikko Virtanen and Salla Toikkanen

Infectious Disease Surveillance Unit, National Institute
for Health and Welfare, Finland

Abstract
Introduction

Finland is narrow country, over 1100 kilometres from north to
south. The climate is subarctic, although there are significant
differences between the extremes. There are no natural barriers
such as mountains, so that the climate changes smoothly. The
seasons are well defined but vary from year to year and from region
to region.

The main issue in analysing mortality data is to estimate the
baseline mortality in presence of periods of excess mortality. Such
periods occur during catastrophes, heat waves or major epidemics.
There seems to be two main approaches. Serfling (1963) proposed
analysing the baseline from Spring and Autumn data only, omitting
the seasons most likely to have excess periods. Others (such as
Farrington 1996) have proposed reanalysing the data omitting large
deviations. A priori, the Serflingian method seems less than optimal
for the Finnish data, due to the great variations of seasons.

In this paper, we study a third approach by Cantoni and Ronchetti
(2001). We conduct a small simulation study to evaluate its
performance. We also apply the method on Finnish data with and
without covariate adjustments.

Material and methods
Data sources

Mortality data is collected by the Finnish Population Registry
(FPR). The official statistics are published by Statistics Finland. For
these analyses, the data before 2009 is provided by Statistics
Finland in aggregated form. From 2009 onwards the data comes
directly from FPR, on individual level, to facilitate the online
monitoring.
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Weather data comes from Finnish Meteorological Institute. The
collection is based on over 400 automatic measuring stations, which
are aggregated to subregion levels. There are several variables, but
here we use only the mean weekly temperatures.

Influenza data comes from Finnish National Infectious Disease
Register (NIDR) and is based on isolations.

Simulations consist of 1000 realizations of 10 years of 52 weeks
per configuration. The observations are simulated from a sum of
two Poisson variables, baseline and excess. The excess is added to
the baseline with probability (contamination rate) varying between
seasons. The log-baseline is assumed to have intercept 3 and a
single yearly cosine term with amplitude 1. The excess has log-
mean 3. Contamination rates are 0, 10, 20, 30, 40 and 50% for the
winter, and 0, 5 and 10% for the spring and autumn. Hence there
were 6 x 3 x 1000 realizations in total.

Methods

Simulations: The naive analysis is a simple Poisson regression with
sine, cosine and linear trend evaluated for full data. The Serfling
analysis is same evaluated during active period ISO-weeks 16-25
and 37-44. We use robust regression implemented in R-function

gl nrob (Cantoni 2004) in package robust base (Rousseeuw et al
2009), using default options and full data. In Poisson regression the
estimation is performed by solving a set of estimating equations.
The contribution to this by each observation is called the influence
function. For the Poisson regression this is proportional to the
Pearson residuals. Robust regression tries to limit the effect of
outlying observations by truncating the influence function to a
preset value 1.345. The estimating equation is adjusted to achieve
consistency (Cantoni and Ronchetti (2001)). For each analysis the
baseline is predicted and mean square error (mean of the squared
difference between fitted and true baseline), bias (mean difference
between fit and true baseline), standard error (mean of the
pointwise standard errors of fit over simulations) are reported.

The Finnish data is analysed using the same methods. The trend
is modelled as a linear spline with five knots. In addition, the
analysis is repeated using seasonally adjusted mean temperature
and the interaction between weekly number of influenza isolations
and influenza season. For the seasonally adjusted temperature, we
model the raw data using sine, cosine and a linear spline trend with
five knots. The residuals are then divided into two variables: excess
over +2°C and under -2°C. Adjustments are not identified with the
Serfling's method so those analyses were omitted. For brevity, only
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the results for the whole country are shown. We compare the
estimates of baseline and winter/summer excess. In addition, we
present the total contribution of each of the elements of the model
by influenza year.

All analyses were done using R version 2.12.2 (R Development Core
Team 2011).

Results

The results from the simulations are presented in Figure 1. The
Serfling method works rather nicely when there are no excess
during the active period. The standard errors are larger than
alternatives', which is not surprising, as more than half of the
observations are omitted. The robust method is much closer to
naive than Serfling results. Robust method seems slightly more
tolerant towards contamination during the active period.

Figure 1: Simulation results. Different characteristics for Naive
(solid black), Serfling (long dash black), Robust (short dash black)
models. X-axis presents the contamination (%) during winter
period. Each column has different level of contamination during the
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active period.
i 5 10

MSE

Bias

_________

Standard Error

The estimated baseline for the Finnish data results are in Figure 2.
As expected, Serfling estimates are lower and have smaller
amplitude than other estimates. Robust method offers surprisingly
little adjustment over naive model. Adjustment brings both naive
and robust methods closer to Serfling.

Figure 2: Baseline estimates from different models for the Finnish

data: Naive (solid), Serfling (long dash), Robust (short dash black),
Adjusted (long dash short dash), Robust adjusted (long dash two
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Excess estimates for winter and summer (Figure 3) are higher using
the Serfling's method, whereas robust method lies somewhere
between. Adjustments seem to work better during the winter
season, due to the larger number of cases.

Figure 3: Estimated number of excess cases by season and year:
Naive (solid), Serfling (long dash), Robust (short dash black),
Adjusted (long dash short dash), Robust adjusted (long dash two
short dashes).
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The contribution of the baseline follows naturally the estimates of
the trend (Figure 4). The effect of the weather seems relatively
constant, whereas that of influenza varies greatly. The adjustments
do not remove all year to year variation, suggesting need for either
more detailed modelling or additional covariates.

Figure 4: Estimated contributions to the total mortality: Naive
(solid), Serfling (long dash), Robust (short dash black), Adjusted
(long dash short dash), Robust adjusted (long dash two short
dashes).
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Conclusions

There is a distinct need for handling contamination (excess) in
mortality data. Serfling's method is widely used and proven robust.
This is partially confirmed in our simulation results. However, the
simulation model is overly simple and especially well suited for
Serfling method. For instance, it does not have any seasonal
variations typical to the Finnish data. Even in this optimal case, the
Serfling's method has larger standard errors. If the active period is
estimated from, say, historical data or external covariates like
weather, the uncertainty in this estimation should increase the
standard errors even further.

Robust methods provide good theoretical framework for assessing

the excess. It is readily available in R. As expected, it's performance
seems to be a compromise between the other methods, albeit being
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slightly closer to the naive method. Unlike Serfling's, it allows for
covariate adjustments.

Our application of the robust method does not utilize all of its
potential: The influence function is symmetric, even though
additivity of the excesses would suggest asymmetrical. We did not
try to estimate optimal threshold. We did not evaluate other similar
Robust methods available in R.

References

Cantoni E and Ronchetti E (2001) Robust Inference for Generalized
Linear Models. JASA 96 (455), 1022-1030.

Cantoni, E(2004) Analysis of Robust Quasi-deviances for
Generalized Linear Models. Journal of Statistical Software, 10,

Farrington C.P., Andrews N.J], Beale A.D. and Catchpole M.A. (1996)
A statistical algorithm for the early detection of outbreaks of
infectious disease. J. R. Statist. Soc. A, 159, 547-563.

R Development Core Team (2011). R: A language and environment
for statistical computing. R Foundation for Statistical Computing,
Vienna, Austria. ISBN 3-900051-07-0, URL http://www.R-

project.org/.

Rousseeuw P, Croux C, Todorov V, Ruckstuhl A, Salibian-Barrera M,
Verbeke T, Koller M and Maechler M(2011). robustbase: Basic
Robust Statistics. R package version 0.7-3. URL http://CRAN.R-
project.org/package=robustbase

Serfling R (1963) Methods for current statistical analysis of excess
pneumonia-influenza deaths. Public Health Rep. 1963
Jun;78(6):494-506.

73 of 90



3. The added European value

Pooling data from several member states to maximistae European value (Jens
Nielsen)

Introduction

The general objective of EuroMOMO is to develop apskbrate a routine public-
health mortality-monitoring system for detectingdaneasuring, in a timely manner,
excess number of deaths related to public-heatdath across Europe. The backbone
of EuroMOMO is country-specific or regional monitay of number of deaths, and
these national data are analysed by member staiag the A-MOMO package
developed in WP7. This model may reveal changesumber of deaths at the
national level. However, small but sustained changenumber of deaths may not
give rise to significant signals in the local monibhg. However, combining data
across countries may decrease the variation arthendaseline and thus increase the
signal-to-noise ratio. Hence, small changes in €xcerortality may be noticeable in
an analysis including data from several membesestan particular if the changes
occur simultaneously. Likewise, combining acrossntoes can also be useful for
monitoring of changes in mortality in smaller greupith an expected low number of
deaths, e.g., younger age groups or fertile worgewept for very dramatic events,
local monitoring of such populations will lack sstical power. Finally, analyses at
member state level may not reveal patterns acrasspE such as movement of
diseases between countries. Hence, there is afoeedmbining and analysing data
across the European countries.

Number of deaths from countries with varying nunsbef inhabitants will not be
compatible; neither will crude excess number othieaHowever, a standard score (z-
score) that indicates how many standard deviatibesobserved weekly number of
deaths is above or below the baseline is compatsilgeen countries and over time
(as described in the A-MOMO Guidebook of WP7). Biéinces in pattern in number
of excess deaths between countries can be andbysedmparing the z-scores from
different countries. In the present chapter, we edthe national outputs a z-score
based orcombined datadrom a number of different member states. Thisreagh
may reveal European patterns that are unnoticethdaypber states and provides an
outcome describing national and European pattdragaess mortality and changes in
number of deaths.

We present and discuss methods for combining detacanducting pooled analyses,
and apply data from the weekly reporting to EuroMOKom participating countries
to investigate differences between age groups #edteof the influenza A H1IN1
pandemic in 2009/10.

Methods
Data
Fifteen countries participated in the pilot studylecting local data on number of

deaths (WP8), process these locally by the A-MOMGgmm package (for details
see A-MOMO Guidebook), and send output from A-MOM® the EuroMOMO
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project hub at Statens Serum Institut (SSI), Dekman a weekly basis. Data
received from each country by the hub were aggeeglay week (total), and by week
and age group (0-4, 5-14, 15-64 and 65 years of agabove), and contained
information on number of deaths registered and rermb deaths corrected for delay
in reporting. Data also contained weekly informatmn expected number of deaths
(baseline) and excess number of deaths (delaytadjdeaths - baseline) as well as a
z-score expressing the relative derivation fromitaseline (see Appendix, Formulas).
Weekly input from submitting countries was combiradl used as data for pooled
analyses. Only weeks where data from all countireduded were available
simultaneously was used for pooled analyses.

3.1 Pooling data: Methodological considerations

When pooling data the following has to be considere

* Adjustment for delay in reporting.
Different countries have different delays in theporting of deaths, and no
overall delay is available. Using locally delaywsted number of deaths from
each country would create a locally delay-adjusteahber of deaths and thus
overcome the challenge of different delays betwememtries.

» Calendar period included in the pooled analyses.
Pooled analyses are only feasible for weeks whata fdom all countries is
available simultaneously. Hence, the pooled datiuded in the estimation of
the historical baseline will be limited to the matiwhere all countries were
able to provide data. This may cause a discrepbetwyeen local and pooled
analyses, as they will not be based on the sanwice calendar interval in
all countries.

* Heterogeneity between countries
Countries may have different patterns of mortakty. larger impact of winter
excess mortality in Northern countries and heatenexcess mortality in the
Mediterranean countries. Variation in mortality nedyo be different. Hence,
mortality patterns may not be homogeneous in patied variation across
countries

A straightforward approach to pool data would berdgard participating member
states as one “country” (Europe) by summarising weekly number of delay-
adjusted deaths from the different member statelifg the first point). These
summarised data may then be analysed as repragengnoverall country, using the
same procedures as for each separate country byirapphe A-MOMO package.
This approach is called the summarised method. Memvehis method has some
shortcomings. The second point with a potentiatréigancy between the local and
the pooled historical baseline cannot be circumaenising the summarised method.
Neither can the third point, because the summanmsethod implies regarding all
countries as one overall homogeneous country batlerning mortality pattern and
variation.

Another method accounting for differences betwemmtries, like duration and peaks
in influenza associated deaths, and differencemi@ndar intervals would be to use
the local baselines directly in country-stratifipdoled analyses. This approach is
called the stratified method. It can be carried lmptsummarising both local weekly
number of delay adjusted deaths and expected nuohlgeraths. An advantage of the
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stratified method is that the pooled baseline wit be restricted to one sine curve,
but will be a combined curve of the local sine @svHence, the stratified method
provides not only locally delay-adjusted numbersde&aths and excess, but is also
adjusted to differences in mortality pattern. Farth assuming (statistical)
independence between the countries, the variantteeafummarised weekly excesses
can be calculated directly from the estimated venés of the national excesses (see
Appendix), thereby, also adjusting for heterogenmitvariation. The shortcoming of
this method will be the assumed independence betamentries.

The two methods, summarised and stratified, wiltbepared, and the preferred used
to combine data for pooled analyses.

3.2. Age pattern in number of deaths

Seasonal pattern in infectious diseases and emagotal conditions like temperature
causes seasonal pattern in illness and deaths;iabpé vulnerable groups like for
example children and elderly.

Age pattern in number and excess number of deafttssa Europe were explored
using pooled analyses and data from EuroMOMO basetthe national estimates of
the weekly number of deaths in the age groups®44, 15-64 and 65 years of age or
above.

3.3. Effect of the 2009/10 influenza A H1IN1 pandemi

A specific objective of the EuroMOMO project wasdbtain rapid estimates of any
effect the 2009 influenza A H1IN1 pandemic had oaralW mortality [Mazick et al.
2010]. In the EuroMOMO routine output, the effentrmortality was expressed as the
weekly excess number of deaths over the calendaodo¢he population(s) was
exposed to the pandemic. This measure reflectsirtteepattern of the impact of the
pandemic, but not the total number of excess deatles time. However, the
cumulated number of excess deaths over calendarthnough the pandemic period
provides an estimate of the running overall eftbcough the period. This measure
includes any changes that occurred due to time-shiisual mortality and the so
called harvest effects, i.e., premature death dividuals with severe underlying
iliness that were bound to die anyway. Cumulatechlmer of excess deaths depends
on the number of inhabitants and does not revdaleifexcesses are minor or major.
The cumulated excess relative to the cumulated aegenumber of deaths will
quantify the magnitude of the excess without thednt® calculate specific excess
mortality rates.

Every year has a winter period with increased ntigytdue to influenza and other
seasonal infections; extreme (cold) temperaturesats®m have an impact. As it is the
aim of EuroMOMO to measure this excess mortalitymiost seasons the algorithm is
designed to estimate the expected number of débsline) below winter excess.
Therefore, the cumulative excess for the panderaiog@ was also compared to the
cumulative excesses the previous seasons to Hee pandemic excess was different
from the previous seasons in size and/or pattern.

The HIN1 pandemic season was defined as 1 yearvireek 27, 2009 to week 26,
2010. The pooled effect of the HIN1 pandemic wagstigated as the relative (%)
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cumulated excess compared to the cumulated expectedber of deaths over the
period of the pandemic. This was done for the tptalled data, and for each pooled
age group to reveal differences in the effect ef plandemic between different age
groups.

Results

Data

Data from 13 countries (Belgium, Denmark, FinlaRdnce, Greece (Counties:
Athens, Kerkira, Keratsini, Magnesia, Kavala), H#Esén Germany), Ireland, Israel,
Netherlands, Portugal, Spain, Sweden and Switzgyléocally processed by the A-
MOMO package was used. Information from all of thesuntries was available
simultaneously from week 25, 2007 to and includiregek 36, 2010.

Method for pooling data

The baseline (expected number of deaths) basetieohistorical period from week
25, 2007 to week 36, 2010 estimated using the sursattmethod was different from
the baseline based on the local historical perindbe stratified method (Figure 1,
left panel), both in trend and seasonal amplitude.

The summarised method suppresses heterogeneipyriation between countries i.e.
gives a lower pooled variance implying increasestares (Figure 1, right panel), and
may as thus over-emphasize the pooled effect toobuhe range of the county
specific z-scores e.g. in the season 2008/9.

Therefore, the stratified method was preferredjt account for heterogeneities in
both pattern and variation across countries.

Pooled analyses

The stratified method was used to calculate thesacall countries pooled delay-
adjusted number and expected number of deathdl fages (Figure 2, top panel) and
age groups (Figure 3). Between countries comparaileores together with country
specific z-scores for all ages are shown in figui@ottom panel) and for age groups
in figure 4.

The pooled z-score do not express a “mean” z-sterestay more-or-less in the
middle of the country wise z-scores (Figure 2, dottpanel). The pooled z-score
follow and emphasizes coinciding tendencies in ¢bantry specific z-scores, for
example during the heat-wave in July 2010.

The winter seasons 2007/8 and 2008/9 had peaksxaas® number of deaths

surpassing 4 z-scores, and it was mainly amongopsraeged 65. In the season
2009/10 the peak was not that pronounced, but dpogar a longer period. We

observed an early peak in November 2009 (aroundk wég mainly in the age group

5-14 years of age. A second peak in December/Janoeinly among persons aged
65 and corresponding to the peaks in the previeasan, though less pronounced,
and a late third peak in February 2010 among slderl

Age pattern in mortality
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Generally, there was a declining trend over calenidae in number of deaths for

persons below 65 year of age, and a stable nuniloraths for those aged 65 (Figure
3). There was no recognisable seasonal patternritbar of deaths among children,
but as age increased a seasonal pattern becameamdrenore prominent. With

increasing age a pattern of increasing excess nuofbdeaths in the winter season
emerges. This pattern was also seen in the cowntrgyanalyses (data not shown).

Comparing excess deaths across countries by zss(logare 4) show an increasing
relative fluctuation with age, and as also seertHernominal numbers winter-season
excesses increases with age.

Effect of the HIN1 pandemic

The percentage of pooled cumulated excess numlmradhs relative to the expected
number of deaths during the HIN1 pandemic seas0®2010 is shown in figure 5.
For children below 5 year of age the excess nurobdeaths grew through autumn of
2009 to around 5%; 4.8% (-0.1%-14.3%) in the lasekvof 2009. Then it slowly
declined to around 3%; 2.9% (-0.6%-10.6%) in we@k2D10.

Among children 5 to 14 years of age there was ghslpeak late summer/early
autumn (27.8% (0.1%-77.4%) in week 33, 2009) thas wompensated through
autumn. By the end of autumn and to the end ofyta it increased again; peak:
18.0% (-0.4%-53.9%) in week 49, 2009. From the tm@igg of 2010 it slowly
declined to around a 6% excess number of deatB%b 6.5.2%-30.8%) in week 26,
2010.

Relative excess number of deaths in the age gréufp 64 years of age was not
increased until by the end of autumn 2009, whestaitt to increase until March 2010;
statistically significant from week 49, 2009 andaki@g with 2.1% (0.9%-3.6%) in
week 11, 2010. From March and onward it decreased2% (0.3%-2.5%) in week
26, 2010.

For those aged 65 started the season 2009/201(awiihcreased relative number of
deaths probably due to repercussions of the surhearwaves. There was no marked
excess number of deaths through autumn, but fraho€2009 and until March there
was a significant increase in relative number ditde peaking in week 11, 2010;
3.0% (2.1%-4.1%). Then it declined to just below; 224 % (1.8%-3.7%) in week 26,
2010.

As the major part of deaths is among the elderty mmne of the younger age groups
had very high nominal excesses the total excess aleage groups followed the
pattern of the elderly.

Children below 5 years of age had an earlier irsedaxcess number of deaths in the
H1N1 pandemic season compared to the two previeasosis (Figure 6). Starting to
increase already from week 35 and being above theiqus season until end of
January the following year, ending up with the saetative number of excess deaths
as in the previous seasons. The same patternndaeehildren 5 to 14 years of age,
where H1N1 was above the previous seasons fromndrateek 43 to April the
following year.

For adults, 15 to 64 years of age, there were flerdnces in pattern of excess
between the HIN1 season and the previous two seasam those aged 65 the
relative HLN1 excess was the same as or belowrthaqois seasons.

w)
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Discussion

Pooled analyses over countries of number of demtsn important part of routine
public-health mortality surveillance across Europeth because it may reveal
changes that may have passed unnoticed in thergogpecific surveillance, due to
more statistical power, and because it will giveidure of the general development
in mortality across Europe.

Two methods were investigated and the stratifiedhote is recommended as it
accounts for heterogeneity between countries irh huttern and variation. The
shortcoming of the stratified method is the assumddpendence between countries.
llinesses spread from country to country, why tloeredation between bordering
countries probably will be positive i.e. changing the same direction. Positive
correlation will increase the variance, which agaith imply lower z-scores. On the
other hand, if an illness moves across countries tleaths might be decreasing in the
“hosting” country, and increasing in the “receivirgpuntry i.e. negative correlation.
However, there was no indication of this in ouraddiinesses spread too quickly over
Europe to see either a positive or negative cdroglaon the delayed effect of
illnesses on mortality. If anything the correlatiofll probably be mainly positive,
and the assumption about independence implies th®afpooled z-scores may be
slightly overestimated.

The z-scores calculated using the stratified metstaged within the range of the
country specific z-scores (Figure 2 and 4) and thayefore be accepted and used as
a reliable indicator of overall changes in mortalitver the countries. However it
should always be interpreted together with the tguapecific z-scores, because
country specific peaks may vanish in the pooledyses.

The time series of numbers of deaths and z-scéiigaré 2, 3 and 4) shows that the
winter season 2007/8 had a peak in December/Jatikaly to be a combination of
influenza A H3N2 and excess Christmas mortality,levithe elevated number of
deaths through spring was likely to have been dssacto influenza B. The high
peak in early 2009 coincides with the 2008/9 inflzee season, which was more
intense than the previous season and dominatedflogmza A H3N2. In the winter
seasons 2007/8 and 2008/9 it was primarily elddrét were affected. In contrast,
only modest excess mortality was seen in the wistasson 2009/10 with the
pandemic influenza A H1N1. However, there was allspeak around week 48, 2009
among 5 to 14 year old children, and a Decembaralgrpeak among the elderly. In
February 2010 a peak likely to be associated tactih@ snap was observed. Further,
increased mortality primarily among elderly weresetved in the summers of 2008
and 2010; both coinciding with heat waves expersdnno many European countries.

Estimated baselines showed a declining trend calendar time in number of deaths
for persons below 65 year of age, and a stable rumbdeaths for those aged 65
(Figure 3). This is probably due to the generaliyng populations in Europe i.e.
number of young habitants decline. With the samaetatity this will imply that
number of deaths will be declining in the youngge groups.

The z-scores for children mainly were stable ovalemdar time (Figure 4) i.e.
unaffected by season and other environmental eggdike heat waves or cold snaps.
For adults and elderly a more and more signifis@atsonal pattern emerges with age,
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probably due to an increasing vulnerability to uefhza and other seasonal illnesses
with age.

The 2009/10 pandemic influenza A HIN1 had virtually effect on mortality,
especially compared to the two preceding seasonse#ly increased excess in
number of deaths was observed among children 8 tgears of age, as also had been
reported earlier in a pooled analyses with eighintdes [Mazick et al. 2010].
However, compared to the preceding seasons it piksapd again, thus ending the
season at the same level as the preceding seéikehsdue to harvest effects. This is
probably because the HIN1 pandemic influenza Aswshares similarities with HIN1
viruses circulating before the 1957 pandemic [WH@L.J. Hence, persons in the
mid-50s and above had some cross-immunity and veéaéively spared [Donaldson
et al 2009, Nicoll and McKee 2010]. Children hadimmnunisation from earlier and
vaccinations in many countries first became avélahb the peak of the influenza or
just after. Hence, vulnerable children were unpiat in the start and this was why
excess numbers of deaths was observed early isethgon. The early unprotected
period had probably mainly affected the most vidbér children; those that probably
would have died anyway. Hence, the total excessbeuraf deaths among children
over the whole season ended up being the same #eefpreceding seasons.

3.4 Conclusion and recommendation

A few countries have chosen in the weekly reportongrovide a limited dataset i.e. a
dataset without observed and expected numbersattiglebut only relative derivation
from the baseline (z-scores), for the weekly sular@te of mortality. Data from these
countries cannot be included in the routine wegldgled analyses. However, these
countries could be included in the pooled analydebey provided complete data to
the EuroMOMO hub, and the hub take responsibildy dnly publishing country
specific z-scores for countries now providing liedtdata.

For the pooled analyses to be a useful tool iniputdath surveillance it is important
that as many countries as possible participatettadparticipate every week.

Pooled analyses is influenced mostly by countrigh wiost inhabitants i.e. having
the largest number of deaths, which implies thateexe excess in smaller countries
may be un-noticed or in large countries indicateeacess number of deaths all over
Europe, though it is only local. Hence, it is imiamt that the pooled analyses are
interpreted in combination with country specificabises. Therefore we recommend
the pooled analysis shown in figure 2, where tHeda-score are supplemented with
the country specific z-scores.

Pooled analyses can reveal changes in number dhdehat would have been
unnoticed in the separate country analyses. Hemoely pooled analyses can be a
valuable tool in public health surveillance, espbgifor smaller or vulnerable groups
like infants and young children or women in theiferage.
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Figure 2. Pooled analyses for all ages using theaified method
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Figure 3. Pooled delay-adjusted and expected numbef deaths by age group
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Figure 4. Pooled and country z-scores by age group
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Figure 5. The influenza A HIN1 pandemic. Pooled rative cumulated excess
number of deaths by age group and total
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Figure 6. Polled relative excess number of deaths the influenza A HIN1
pandemic season and previous seasons.

%

[Io)

40-15 -10

20

0-4 years

\

5-14 years

T
43 48 1 5
Week in season
Long dotted: 2007. Short dotted: 2008. Solid: 2009 (pandemic)

10 15 20 25

87 of 90




APPENDIX: Formulas
Variance and z-score in the A-MOMO package

In the A-MOMO package weekly z-scores was calcdlaie a % power
transformation to correct for skewness [Farringetral. 1996]. Generally, for any
power transformation:

z-score = (nbe pnb) /v Var(nbé- pnb)

where pnb is the predicted number of deaths (bw3elnbc is number of deaths
corrected for delay in reporting, apds the power transformation e2j.

An approximation to the variance of (fbgnb) was calculated using the delta
method [Farrington et al. 1996, Cox 2005]: Var()(X)(f (E(X))?- Var(X):

Var(nbc- pnbd) = Var(nb¢é) + Var(pnb)
~ (y E(nbcy™)? Var(nbc) + Var(pnb

where Var(pnb is the variance (standard error squared) of tteglipted/expected
number of deaths estimated by the model, which ad2oisson regression with
overdispersion i.e. Var(pfhpis a known outcome from the regression. The oleser
numbers of deaths (nbc) will, as they come from asgdn distribution with

overdispersionp, have the variance Var(nbc) g=nbc. Further, weekly data was
aggregated, why E(nbc) = nbc. Hence,

Var(nbé- pnb) = (y nbé™)? ¢ nbe + Var(pnh
and the z-score was approximately calculated as:
z-score= (nbd-pnb) /' (y nbd™)? ¢ nbe + Var(pnh)
Variance and z-score in the pooled analyses

In the stratiied method and assuming (statistidaklependence, local power
transformed variances of excess was added to mavidooled power transformed
variance of the pooled excess number of deathss, Tdasrecting for skewness in the
pooled data.

The local power transformed variances of excessneasncluded in the A-MOMO
output received from the countries, but can beutaled by inverting the formula for
the local z-score, as this as well as pnb and rbkrsown:

Varoca(Nbd- pnb) = ((nbé- pnb) / z-score?

The pooled variance of the power transformed exeeg® nbc)- (3 pnb)) then
become:

Var((nbcy- (Xpnb)) = ¥ Vareca(nbc- pnb)
= Y ((nbc- pnb) / z-score)

and the pooled z-score become:
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z-score = (Enbcy- (3pnbY) / Var((> nbc)- (> pnbY)
= ((Cnbc)- O pnbY) /V 3 ((nbc- pnb) / z-score)

Confidence intervals for the pooled weekly excegs bc - pnb) can be calculated
by:

95%Cl(excess) = [(excess) 1.96V Var((Xnbc)- (X pnb}) ]
=[C.nbc -YpnbY + 1.96V ¥, ((nbc- pnb) / z-scored

For the cumulated excess, used to investigate teffe¢che HIN1 pandemic, the
confidence interval was calculated as:

[ (> nbc -Ypnb)Y +1.96V YV ¥ ((nb&- pnb) / z-scored ]

Wherey is sum over countries ad” is summing from week 1 to week W.
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